nag_rngs_varma_time_series (g05pcc)

1 Purpose

nag_rngs_varma_time_series (g05pcc) generates a realisation of a multivariate time series from a vector autoregressive moving average (VARMA) model. The realisation may be continued or a new realisation generated at subsequent calls to this function.

2 Specification

```c
void nag_rngs_varma_time_series (Nag_OrderType order, Integer mode, Integer k, const double xmean[], Integer p, const double phi[], Integer q, const double theta[], const double var[], Integer pdv, Integer n, double x[], Integer pdx, Integer igen, Integer iseed[], double r[], NagError *fail)
```

3 Description

Let the vector \( X_t = (x_{1t}, x_{2t}, \ldots, x_{kt})^T \), denote a \( k \) dimensional time series which is assumed to follow a vector autoregressive moving average (VARMA) model of the form:

\[
X_t = \phi_1 (X_{t-1} - \mu) + \phi_2 (X_{t-2} - \mu) + \ldots + \phi_p (X_{t-p} - \mu) + \epsilon_t - \theta_1 \epsilon_{t-1} - \theta_2 \epsilon_{t-2} - \ldots - \theta_q \epsilon_{t-q}
\]

where \( \epsilon_t = (\epsilon_{1t}, \epsilon_{2t}, \ldots, \epsilon_{kt})^T \), is a vector of \( k \) residual series assumed to be Normally distributed with zero mean and positive-definite covariance matrix \( \Sigma \). The components of \( \epsilon_t \) are assumed to be uncorrelated at non-simultaneous lags. The \( \phi_i \)'s and \( \theta_j \)'s are \( k \) by \( k \) matrices of parameters. The parameters in the model are thus the \( pk \) by \( k \) \( \phi \)-matrices, the \( qk \) by \( k \) \( \theta \)-matrices, the mean vector \( \mu \) and the residual error covariance matrix \( \Sigma \). Let

\[
A(\phi) = \begin{bmatrix}
\phi_1 & I & 0 & \ldots & 0 \\
\phi_2 & 0 & I & 0 & \ldots \\
& \ddots & \ddots & \ddots & \ddots \\
& & \phi_{p-1} & 0 & \ldots & 0 & I \\
& & \phi_p & 0 & \ldots & 0 & 0
\end{bmatrix}_{pk \times pk}
\]

and

\[
B(\theta) = \begin{bmatrix}
\theta_1 & I & 0 & \ldots & 0 \\
\theta_2 & 0 & I & 0 & \ldots \\
& \ddots & \ddots & \ddots & \ddots \\
& & \theta_{q-1} & 0 & \ldots & 0 & I \\
& & \theta_q & 0 & \ldots & 0 & 0
\end{bmatrix}_{qk \times qk}
\]

where \( I \) denotes the \( k \) by \( k \) identity matrix.

The model (1) must be both stationary and invertible. The model is said to be stationary if the eigenvalues of \( A(\phi) \) lie inside the unit circle and invertible if the eigenvalues of \( B(\theta) \) lie inside the unit circle.

For \( k \geq 6 \) the VARMA model (1) is recast into state space form and a realisation of the state vector at time zero computed. For all other cases the function computes a realisation of the pre-observed vectors \( X_0, X_{-1}, \ldots, X_{-p}, \epsilon_0, \epsilon_{-1}, \ldots, \epsilon_{-q} \), from equation (1), see Shea (1988). This realisation is then used to
generate a sequence of successive time series observations. Note that special action is taken for pure MA models, that is for $p = 0$.

At the user’s request a new realisation of the time series may be generated with less computation using only the information saved in a reference vector from a previous call to nag_rngs_varma_time_series (g05pcc). See the description of the parameter mode in Section 5 for details.

The function returns a realisation of $X_1, X_2, \ldots, X_n$. On a successful exit, the recent history is updated and saved in the array r so that nag_rngs_varma_time_series (g05pcc) may be called again to generate a realisation of $X_{n+1}, X_{n+2}, \ldots$, etc. See the description of the parameter mode in Section 5 for details.

Further computational details are given in Shea (1988). Note however that this function uses a spectral decomposition rather than a Cholesky factorisation to generate the multivariate Normals. Although this method involves more multiplications than the Cholesky factorisation method and is thus slightly slower it is more stable when faced with ill-conditioned covariance matrices. A method of assigning the AR and MA coefficient matrices so that the stationarity and invertibility conditions are satisfied is described in Barone (1987).

One of the initialisation functions nag_rngs_init-repeatable (g05kbc) (for a repeatable sequence if computed sequentially) or nag_rngs_init-nonrepeatable (g05kcc) (for a non-repeatable sequence) must be called prior to the first call to nag_rngs_varma_time_series (g05pcc).

### 4 References


### 5 Parameters

1: **order** – Nag_OrderType

   *Input*

   *On entry:* the order parameter specifies the two-dimensional storage scheme being used, i.e., row-major ordering or column-major ordering. C language defined storage is specified by order = Nag_RowMajor. See Section 2.2.1.4 of the Essential Introduction for a more detailed explanation of the use of this parameter.

   *Constraint:* order = Nag_RowMajor or Nag_ColMajor.

2: **mode** – Integer

   *Input*

   *On entry:* a code for selecting the operation to be performed by the function:

   **mode** = 0 (start)

   Set up reference vector and compute a realisation of the recent history.

   **mode** = 1 (continue)

   Generate terms in the time series using reference vector set up in a prior call to nag_rngs_varma_time_series (g05pcc).

   **mode** = 2 (start and generate)

   Combine the operations of **mode** = 0 and **mode** = 1.

   **mode** = 3 (restart and generate)

   A new realisation of the recent history is computed using information stored in the reference vector, and the following sequence of time series values are generated.
If $\text{mode} = 1$ or 3, then the user must ensure that the reference vector $\text{r}$ and the values of $\text{k}$, $\text{p}$, $\text{q}$, $\text{xmean}$, $\text{phi}$, $\text{theta}$, $\text{var}$ and $\text{pdv}$ have not been changed between calls to \text{nag_mgs_varma_time_series (g05pcc)}.

$\text{Constraint: } 0 \leq \text{mode} \leq 3.$

3: $\text{k}$ – Integer  

\text{Input}  

\text{On entry:} the dimension $k$, of the multivariate time series. 

$\text{Constraint: } k \geq 1.$

4: $\text{xmean[k]}$ – const double  

\text{Input}  

\text{On entry:} the vector of means $\mu$, of the multivariate time series.

5: $\text{p}$ – Integer  

\text{Input}  

\text{On entry:} the number of autoregressive parameter matrices, $p$. 

$\text{Constraint: } p \geq 0.$

6: $\text{phi[dim]}$ – const double  

\text{Input}  

\text{Note:} the dimension, $\text{dim}$, of the array $\text{phi}$ must be at least $\text{max}(1, p \times k \times k)$.

\text{On entry:} contains the elements of the $pk \times k$ autoregressive parameter matrices of the model, $\phi_1, \phi_2, \ldots, \phi_p$. The $(i, j)$th element of $\phi_i$ is stored in $\phi[l - 1] \times k \times k + (j - 1) \times k + i - 1]$, for $l = 1, 2, \ldots, p; i, j = 1, 2, \ldots, k$.

$\text{Constraint:}$ the first $p \times k \times k$ elements of $\text{phi}$ must satisfy the stationarity condition.

7: $\text{q}$ – Integer  

\text{Input}  

\text{On entry:} the number of moving average parameter matrices, $q$. 

$\text{Constraint: } q \geq 0.$

8: $\text{theta[dim]}$ – const double  

\text{Input}  

\text{Note:} the dimension, $\text{dim}$, of the array $\text{theta}$ must be at least $\text{max}(1, q \times k \times k)$.

\text{On entry:} contains the elements of the $qk \times k$ moving average parameter matrices of the model, $\theta_1, \theta_2, \ldots, \theta_q$. The $(i, j)$th element of $\theta_i$ is stored in $\text{theta}[(l - 1) \times k \times k + (j - 1) \times k + i - 1]$ for $l = 1, 2, \ldots, q; i, j = 1, 2, \ldots, k$.

9: $\text{var[dim]}$ – double  

\text{Input/Output}  

\text{Note:} the dimension, $\text{dim}$, of the array $\text{var}$ must be at least $\text{pdv} \times k$.

Where $\text{VAR}(i, j)$ appears in this document, it refers to the array element

if $\text{order} = \text{Nag\_ColMajor}, \text{var}[(j - 1) \times \text{pdv} + i - 1]$; 
if $\text{order} = \text{Nag\_RowMajor}, \text{var}[(i - 1) \times \text{pdv} + j - 1]$.

\text{On entry:} $\text{VAR}(i, j)$ must contain the $(i, j)$th element of $\Sigma$. Only the lower triangle is required. 

\text{On exit:} used as internal workspace prior to being restored and hence is unchanged. 

$\text{Constraint:}$ the elements of $\text{var}$ must be such that $\Sigma$ is positive-definite.

10: $\text{pdv}$ – Integer  

\text{Input}  

\text{On entry:} the stride separating matrix row or column elements (depending on the value of $\text{order}$) in the array $\text{var}$. 

$\text{Constraint: } \text{pdv} \geq k.$
11:      \( n \) – Integer  

*Input*

*On entry:* the number of observations to be generated, \( n \).

*Constraint:* \( n \geq 0 \).

12:      \( \mathbf{x}[\text{dim}] \) – double  

*Output*

*Note:* the dimension, \( \text{dim} \), of the array \( \mathbf{x} \) must be at least \( \max(1, \text{pdx} \times \max(1, n)) \) when \( \text{order} = \text{Nag\_ColMajor} \) and at least \( \max(1, \text{pdx} \times k) \) when \( \text{order} = \text{Nag\_RowMajor} \).

Where \( X(i,j) \) appears in this document, it refers to the array element

\[
\text{if } \text{order} = \text{Nag\_ColMajor}, \quad x[(j-1) \times \text{pdx} + i - 1];
\]

\[
\text{if } \text{order} = \text{Nag\_RowMajor}, \quad x[(i-1) \times \text{pdx} + j - 1].
\]

*On exit:* \( X(i,t) \) will contain a realisation of the \( i \)th component of \( X_t \), for \( i = 1, 2, \ldots, k; \) \( t = 1, 2, \ldots, n \).

13:      \( \text{pdx} \) – Integer  

*Input*

*On entry:* the stride separating matrix row or column elements (depending on the value of \( \text{order} \)) in the array \( \mathbf{x} \).

*Constraints:*

\[
\text{if } \text{order} = \text{Nag\_ColMajor}, \quad \text{pdx} \geq k;
\]

\[
\text{if } \text{order} = \text{Nag\_RowMajor}, \quad \text{pdx} \geq \max(1, n).
\]

14:      \( \text{igen} \) – Integer  

*Input*

*On entry:* must contain the identification number for the generator to be used to return a pseudo-random number and should remain unchanged following initialisation by a prior call to one of the functions nag_rngs_init_repeatable (g05kbc) or nag_rngs_init_nonrepeatable (g05kcc).

15:      \( \text{iseed}[4] \) – Integer  

*Input/Output*

*On entry:* contains values which define the current state of the selected generator.

*On exit:* contains updated values defining the new state of the selected generator.

16:      \( \mathbf{r}[\text{dim}] \) – double  

*Input/Output*

*Note:* the dimension, \( \text{dim} \), of the array \( \mathbf{r} \) must be at least \( (5\text{max\_par}^2 + 1)k^2 + (4\text{max\_par} + 3)k + 4 \) when \( k \geq 6 \) and at least \( ((p+q)^2 + 1)k^2 + (4(p+q) + 3)k + \max\{k\text{max\_par}(k\text{max\_par} + 2), k^2(p+q)^2 + l(l+3) + k^2(q+1)\} + 4 \) when \( k < 6 \).

Where \( \text{max\_par} = \max(p, q) \) and if \( p = 0, l = k(k+1)/2, \) or if \( p \geq 1, l = k(k+1)/2 +(p-1)k^2 \).

*On entry:* if \( \text{mode} = 1 \), then the array \( \mathbf{r} \) as output from the previous call to nag_rngs_varma_time_series (g05pcc) must be input without any change to the first \( m + (k+1)(k+2) + (m+1)(m+2) \) elements where \( m = k \times \max(p, q) \) if \( k \geq 6 \) and \( k(p+q) \) if \( k < 6 \).

If \( \text{mode} = 0 \) or \( 2 \), then the contents of \( \mathbf{r} \) need not be set.

*On exit:* the first \( m + (k+1)(k+2) + (m+1)(m+2) \) elements of the array \( \mathbf{r} \) contain information required for any subsequent calls to the function with \( \text{mode} = 1 \) or \( 3 \); the rest of the array is used as workspace. See Section 8.

17:      \( \text{fail} \) – NagError * 

*Input/Output*

The NAG error parameter (see the Essential Introduction).
6 Error Indicators and Warnings

NE_INT
On entry, $k = \langle value \rangle$.
Constraint: $k \geq 1$.
On entry, $p = \langle value \rangle$.
Constraint: $p \geq 0$.
On entry, $q = \langle value \rangle$.
Constraint: $q \geq 0$.
On entry, $n = \langle value \rangle$.
Constraint: $n \geq 0$.
On entry, $pdv = \langle value \rangle$.
Constraint: $pdv > 0$.
On entry, $pdx = \langle value \rangle$.
Constraint: $pdx > 0$.
On entry, $mode = \langle value \rangle$.
Constraint: $0 \leq mode \leq 3$.

NE_INT_2
On entry, $pdv = \langle value \rangle$, $k = \langle value \rangle$.
Constraint: $pdv \geq k$.
On entry, $pdx = \langle value \rangle$, $k = \langle value \rangle$.
Constraint: $pdx \geq k$.
On entry, $pdx = \langle value \rangle$, $n = \langle value \rangle$.
Constraint: $pdx \geq \max(1, n)$.

NE_CLOSE_TO_STATIONARITY
The reference vector cannot be computed because the AR parameters are too close to the boundary of the stationarity region.

NE_INVERTIBILITY
On entry, the MA parameter matrices are outside the invertibility region.

NE_OUTSIDE_STATIONARITY
On entry, the AR parameter matrices are outside the stationarity region.

NE_POS_DEF
On entry, the covariance matrix $var$ is not positive-definite.

NE_TOO_MANY_ITER
An excessive number of iterations were required by the NAG function used to evaluate the eigenvalues to be stored in the reference vector.
An excessive number of iterations were required by the NAG function used to evaluate the eigenvalues of the covariance matrix.
An excessive number of iterations were required by the NAG function used to evaluate the eigenvalues of the matrices used to test for stationarity or invertibility.

NE_ALLOC_FAIL
Memory allocation failed.
NE_BAD_PARAM

On entry, parameter (value) had an illegal value.

NE_INTERNAL_ERROR

An internal error has occurred in this function. Check the function call and any array sizes. If the call is correct then please consult NAG for assistance.

7 Accuracy

The accuracy is limited by the matrix computations performed, and this is dependent on the condition of the parameter and covariance matrices.

8 Further Comments

Note that, in reference to fail.code = NE_INVERTIBILITY, nag_rngs_varma_time_series (g05pcc) will permit moving average parameters on the boundary of the invertibility region.

The elements of r contain amongst other information details of the spectral decompositions which are used to generate future multivariate Normals. Note that these eigenvectors may not be unique on different machines. For example the eigenvectors corresponding to multiple eigenvalues may be permuted. Although an effort is made to ensure that the eigenvectors have the same sign on all machines, differences in the signs may theoretically still occur.

The following table gives some examples of the required size of the array r, specified by the parameter , for k = 1, 2, 3, and for various values of p and q.

<table>
<thead>
<tr>
<th>q</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>13</td>
<td>20</td>
<td>31</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>36</td>
<td>56</td>
<td>92</td>
<td>144</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>124</td>
<td>199</td>
<td>310</td>
</tr>
<tr>
<td>1</td>
<td>19</td>
<td>30</td>
<td>45</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>52</td>
<td>88</td>
<td>140</td>
<td>208</td>
</tr>
<tr>
<td></td>
<td>115</td>
<td>190</td>
<td>301</td>
<td>448</td>
</tr>
</tbody>
</table>

Note that nag_tsa_arma_roots (g13dxc) may be used to check whether a VARMA model is stationary and invertible.

The time taken depends on the values of p, q and especially n and k.

9 Example

This program generates two realisations, each of length 48, from the bivariate AR(1) model

\[ X_t - \mu = \phi_1(X_{t-1} - \mu) + \epsilon_t \]

with

\[
\phi_1 = \begin{bmatrix}
0.80 & 0.07 \\
0.00 & 0.58 \\
\end{bmatrix}
\]
and

\[ \mu = \begin{bmatrix} 5.00 \\ 9.00 \end{bmatrix}, \]

\[ \Sigma = \begin{bmatrix} 2.97 & 0 \\ 0.64 & 5.38 \end{bmatrix}. \]

The pseudo-random number generator is initialised by a call to \texttt{nag_rngs_init_repeatable (g05kbc)}. Then, in the first call to \texttt{nag_rngs_varma_time_series (g05pcc)}, \texttt{mode} is set to 2 in order to set up the reference vector before generating the first realisation. In the subsequent call \texttt{mode} is set to 3 and a new recent history is generated and used to generate the second realisation.

9.1 Program Text

```c
/* nag_rngs_varma_time_series(g05pcc) Example Program. */
/* Copyright 2001 Numerical Algorithms Group. */
/* Mark 7, 2001. */
#include <stdio.h>
#include <nag.h>
#include <nag_stdlib.h>
#include <nagg05.h>

int main(void)
{
    /* Scalars */
    Integer i, igen, ii, ip, iq, j, k, l, n, nr;
    Integer exit_status=0;
    NagError fail;
    Integer pdx, pdvar;
    Nag_OrderType order;
    /* Arrays */
    double *phi=0, *r=0, *theta=0, *var=0, *x=0, *xmean=0;
    Integer iseed[4];
    INIT_FAIL(fail);
    Vprintf("g05pcc Example Program Results\n\n");
    /* Skip heading in data file */
    Vscanf("%*[\n] %ld%ld%ld%ld%*[\n] ", &k, &ip, &iq, &n);
    nr = 600;
    /* Allocate memory */
    if ( !(phi = NAG_ALLOC(k*k*ip, double)) ||
        !(r = NAG_ALLOC(nr, double)) ||
        !(theta = NAG_ALLOC(MAX(1,k*k*iq), double)) ||
        !(var = NAG_ALLOC(k * k, double)) ||
        !(x = NAG_ALLOC(k * n, double)) ||
        !(xmean = NAG_ALLOC(k, double)) )
    {
        Vprintf("Allocation failure\n");
        exit_status = -1;
        goto END;
    }
    order = Nag_ColMajor;
    ...


```c
#ifdef NAG_COLUMN_MAJOR
pdx = k;
pdvar = k;
#else
pdx = n;
pdvar = k;
#endif

if (n > 0 && n <= 100)
{
    for (l = 0; l < ip; ++l)
    {
        for (i = 0; i < k; ++i)
        {
            ii = l * k * k + i;
            for (j = 0; j < k; ++j)
            {
                Vscanf("%lf", &phi[ii + k * j]);
            }
            Vscanf("%*[\n] ");
        }
    }
}

for (l = 0; l < iq; ++l)
{
    for (i = 0; i < k; ++i)
    {
        ii = l * k * k + i;
        for (j = 0; j < k; ++j)
        {
            Vscanf("%lf", &theta[ii + k * j]);
            Vscanf("%*[\n] ");
        }
    }
}

for (i = 0; i < k; ++i)
{
    Vscanf("%lf", &xmean[i]);
}

Vscanf("%*[\n] ");
for (i = 1; i <= k; ++i)
{
    for (j = 1; j <= i; ++j)
    {
        Vscanf("%lf", &VAR(i,j));
    }
    Vscanf("%*[\n] ");
}

/* Initialise the seed to a repeatable sequence */
iseed[0] = 1762543;
iseed[1] = 9324783;
iseed[2] = 4234401;
iseed[3] = 742355;
/* igen identifies the stream. */
igen = 1;
g05kbc(&igen, iseed);
g05pcc(order, 2, k, xmean, ip, phi, iq, theta, var, pdvar, n, x, 
    pdx, igen, iseed, r, &fail);
if (fail.code != NE_NOERROR)
{
    Vprintf("Error from g05pcc.\n\n", fail.message);
    exit_status = 1;
goto END;
}
Vprintf(" Realisation Number 1\n");
Vprintf("\n");
```
for (i = 1; i <= k; ++i)
{ 
    Vprintf(" Series number %3ld\n", i);
    Vprintf(" " - - - - - - - - - -\n");
    Vprintf("\n");

    for (j = 1; j <= n; ++j)
    Vprintf("%8.3f", X(i,j), j%8 == 0 || j == n ?"\n":" ");
    Vprintf("\n");
}
g05pcc(order, 3, k, xmean, ip, phi, iq, theta, var, pdvar, n, x,
  pdx, igen, iseed, r, &fail);
if (fail.code != NE_NOERROR)
{
    Vprintf("Error from g05pcc.\n", fail.message);
    exit_status = 1;
    goto END;
}
Vprintf("\n\n");
Vprintf(" Realisation Number 2\n");
Vprintf("\n");
for (i = 1; i <= k; ++i)
{
    Vprintf(" Series number %3ld\n", i);
    Vprintf(" " - - - - - - - - - -\n");
    Vprintf("\n");

    for (j = 1; j <= n; ++j)
    Vprintf("%8.3f", X(i,j), j%8 == 0 || j == n ?"\n":" ");
    Vprintf("\n");
}
END:
if (phi) NAG_FREE(phi);
if (r) NAG_FREE(r);
if (theta) NAG_FREE(theta);
if (var) NAG_FREE(var);
if (x) NAG_FREE(x);
if (xmean) NAG_FREE(xmean);
return exit_status;
}

9.2 Program Data
None.

9.3 Program Results

9.2 Program Data
None.

9.3 Program Results

Realisation Number 1

<table>
<thead>
<tr>
<th>Series number</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>---</td>
</tr>
<tr>
<td>0.765</td>
<td>-1.017</td>
</tr>
<tr>
<td>-2.620</td>
<td>-1.680</td>
</tr>
<tr>
<td>-1.124</td>
<td>-1.821</td>
</tr>
<tr>
<td>-1.283</td>
<td>2.230</td>
</tr>
<tr>
<td>0.791</td>
<td>0.791</td>
</tr>
<tr>
<td>1.297</td>
<td>1.297</td>
</tr>
<tr>
<td>1.508</td>
<td>1.508</td>
</tr>
<tr>
<td>2.993</td>
<td>2.993</td>
</tr>
<tr>
<td>2.041</td>
<td>2.041</td>
</tr>
</tbody>
</table>

Realisation Number 2

<table>
<thead>
<tr>
<th>Series number</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>---</td>
</tr>
<tr>
<td>5.749</td>
<td>4.246</td>
</tr>
<tr>
<td>-3.688</td>
<td>-2.646</td>
</tr>
<tr>
<td>1.745</td>
<td>-0.193</td>
</tr>
<tr>
<td>-0.592</td>
<td>2.218</td>
</tr>
</tbody>
</table>
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### Realisation Number 2

#### Series number 1

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1.253</td>
<td>4.454</td>
<td>3.619</td>
<td>2.403</td>
<td>1.684</td>
<td>2.998</td>
<td>1.669</td>
<td>2.011</td>
</tr>
<tr>
<td>2.899</td>
<td>3.984</td>
<td>2.873</td>
<td>3.161</td>
<td>1.462</td>
<td>0.396</td>
<td>-2.457</td>
<td>-1.896</td>
</tr>
<tr>
<td>-0.715</td>
<td>-1.163</td>
<td>-3.891</td>
<td>-2.628</td>
<td>0.804</td>
<td>-3.071</td>
<td>1.479</td>
<td>0.964</td>
</tr>
<tr>
<td>3.227</td>
<td>-0.837</td>
<td>-0.768</td>
<td>0.161</td>
<td>1.794</td>
<td>2.188</td>
<td>1.552</td>
<td>2.101</td>
</tr>
<tr>
<td>0.061</td>
<td>-1.036</td>
<td>1.517</td>
<td>1.315</td>
<td>-1.011</td>
<td>-0.448</td>
<td>-1.921</td>
<td>-0.861</td>
</tr>
</tbody>
</table>

#### Series number 2

<p>| | | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2.114</td>
<td>4.425</td>
<td>1.316</td>
<td>0.063</td>
<td>-2.676</td>
<td>-5.327</td>
<td>-3.432</td>
<td>-1.897</td>
</tr>
<tr>
<td>-0.439</td>
<td>0.097</td>
<td>2.745</td>
<td>1.028</td>
<td>3.138</td>
<td>0.973</td>
<td>-0.253</td>
<td>1.753</td>
</tr>
<tr>
<td>6.455</td>
<td>1.861</td>
<td>5.161</td>
<td>0.624</td>
<td>3.976</td>
<td>1.141</td>
<td>-1.069</td>
<td>-0.711</td>
</tr>
<tr>
<td>0.520</td>
<td>1.412</td>
<td>-0.752</td>
<td>-4.771</td>
<td>-5.166</td>
<td>-2.160</td>
<td>-0.633</td>
<td>3.120</td>
</tr>
<tr>
<td>4.373</td>
<td>5.411</td>
<td>0.508</td>
<td>3.724</td>
<td>2.858</td>
<td>3.463</td>
<td>5.742</td>
<td>3.301</td>
</tr>
<tr>
<td>5.039</td>
<td>3.476</td>
<td>4.437</td>
<td>2.757</td>
<td>2.972</td>
<td>0.273</td>
<td>0.496</td>
<td>-2.606</td>
</tr>
</tbody>
</table>