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Abstract

We model the role of the ocean in climate change, using the concept of multicointegration. Surface temperature and radiative forcing cointegrate and the accumulated cointegration disequilibria represent the change in Earth system heat content, which is predominantly stored in the ocean. System heat content in turn cointegrates with surface temperature. Using a multicointegrating I(2) model, we find that the climate sensitivity is 2.8ºC and the rate of adjustment to equilibrium is realistically slow. These results contrast strongly with those from I(1) cointegration models and are more consistent with global circulation models. We also estimate Earth system heat content as a latent variable for the full period, 1850-2014, and this predicted heat content cointegrates with available ocean heat content observations for 1940-2014.
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1. Introduction

Though most research on the historical effects of anthropogenic greenhouse gases on the global climate compares the output of simulation models such as general circulation models (GCMs) and energy balance models (EBMs) with observed temperatures and other variables (Barnett et al., 2005), applying econometric time-series techniques to modeling the global climate system and the effects of human activity on climate change is increasingly popular (e.g. Bindoff et al., 2013; Beenstock et al., 2012; Schmith et al. 2012; Pretis et al., 2015; Estrada and Perron, 2016; Storelvmo et al., 2016, Phillips et al., 2017). But most such research – apart from Stern (2006), Stern and Kaufmann (2014), and Pretis (2015) – focuses on the atmosphere alone, which, in the absence of an ocean, would adjust quickly to changes in forcing. Climate change is a long-term problem because the oceans and other relevant Earth systems adjust very slowly – over centuries or millennia. Atmospheric energy imbalances are stored as increases in ocean heat content (OHC), and in the long run, the temperature of the atmosphere must be in equilibrium with that of the ocean. Estimating the climate sensitivity using only relatively short atmospheric temperature time series without taking heat storage into account might, therefore, underestimate the climate sensitivity to increasing greenhouse gases and overestimate the rate of adjustment of temperature to forcing (Stern, 2006). In this paper, we model energy imbalances and heat storage using the concept of multicointegration. We find that the equilibrium climate sensitivity (ECS) is 2.8°C with a 66% confidence interval of 2.2 to 3.7 °C, and the rate of adjustment to equilibrium occurs over two centuries, mimicking, to some degree, that found in global circulation models.¹ These results contrast strongly with those from I(1) cointegration models, which have much more rapid adjustment to a lower estimated ECS. Our prediction of system heat content also cointegrates with observed ocean heat content.

Multicointegration models, first introduced by Granger and Lee (1989), are designed to handle long-run cointegrating relationships between variables where the accumulated cointegration

¹ “ECS is defined as the equilibrium change in annual mean global surface temperature following a doubling of the atmospheric CO₂ concentration… while TCR is defined as the annual mean global surface temperature change at the time of CO₂ doubling following a linear increase in CO₂ forcing over a period of 70 years” (Collins et al., 2013, 1110). The Earth System Sensitivity that includes very slow feedbacks may be 30-50% higher than typical estimates of the ECS (Lunt et al., 2010). Given that we use data for the last 165 years our estimates only incorporate feedbacks operating within this time scale and so we estimate the TCR and ECS in this paper.
error is itself cointegrated with the original variables. Such a relationship is typically found for flow and stock variables where cointegration is found among the flows and between the flows and the accumulated cointegration disequilibria, which form a stock variable. For example, Granger and Lee (1989) and Engsted and Haldrup (1999) examine production, sales, and inventory in manufacturing, Engsted and Haldrup (1999) and Silverstovs (2006) housing starts and unfinished stock, and Berenguer-Rico and Carrion-i-Silvestre (2011) government deficits and debt. In the case of the climate system, there is a long-run equilibrium between surface temperature and radiative forcing which represents the energy balance of the earth system. A further long-run equilibrium exists between surface temperature and the accumulated deviations from this energy balance, which represents the stock of heat of the earth system. This stock of heat is predominantly stored in the ocean (Levitus et al., 2012). Therefore, a multicointegration model can incorporate an ocean that heats or cools when the atmosphere is out of long-run equilibrium, and in which the ocean also reciprocally governs atmospheric temperature. This mechanism is identical to that in simple two-layer physical EBMs.

Much research in recent years has been devoted to explaining the so-called “hiatus” in surface warming that extended from 1998 to 2014 (e.g. Kaufmann et al., 2011; Estrada et al., 2013; Pretis et al., 2015). Researchers have emphasized various factors that may have played a role in the hiatus including aerosols (Andersson et al., 2015; Kaufmann et al., 2011, Smith et al., 2016), solar activity (Kaufmann et al. 2011), or even the measurement of surface temperature itself (Gramling, 2015; Karl et al., 2015; Curry, 2014; Medhaug et al., 2017). However, the recent consensus is that interchange of heat between the atmosphere and ocean (Fyfe et al. 2016; Tollefson, 2014; Trenberth and Fasullo, 2010, 2012; Balmaseda et al., 2013; Glecker et al., 2016; Kouketsu et al., 2011; Meehl et al., 2011; Palmer et al., 2011, Watanabe et al., 2013, Medhaug et al., 2017), which may be mediated by the decadal variability of oceans, in particular the Pacific Decadal Oscillation (Fyfe et al., 2016; Smith et al., 2016; Trenberth, 2015), largely

---

2 Though previous research did not use the concept of multicointegration, this type of model has a long history in the control theory literature (e.g. Philips, 1954; Hendry and von Ungern-Sternberg, 1981).

3 Both radiative forcing and surface temperature can also be interpreted as flow variables. Radiative forcing is expressed as watts per square meter and, therefore, reflects a rate per unit of time. It reflects the additional flow of radiation from the atmosphere to the surface due to the addition of greenhouse gases and other factors. Temperature is a property that governs the transfer of thermal energy, or heat, between one system and another. Therefore, it also implicitly reflects a flow rate, in this case the flow of long-wave radiation from the surface to the atmosphere. See Section 3 for a more detailed description.
explain the hiatus. Medhaug et al. (2017) argue that a combination of all the above factors is needed to explain the global warming hiatus. Therefore, it is timely to put forward an econometric approach that explicitly models the interaction of the atmosphere and ocean. In addition to estimating the climate sensitivity and the rate of adjustment of surface temperature to equilibrium from an increase in radiative forcing, we also use our model to attempt to attribute the hiatus in surface temperature increase.

A few existing papers using econometric methods consider the role of OHC in the climate change process. Stern and Kaufmann (2014) control for OHC when testing for Granger causality between radiative forcing and surface temperature. Pretis (2015) uses both surface temperature and OHC data and notes that disequilibria contribute to the increase in heat stored in the ocean. His focus is on showing the equivalence of EBM and vector autoregressive (VAR) models and the analysis is restricted to 1955-2011 due to limited availability of OHC data. Stern (2006) estimated the first time-series models that included both surface temperature and OHC using the concept of multicointegration to impose energy balance on the model. His model was based on the bivariate, two stage approach of Granger and Lee (1989) and do not exploit the fact that multicointegration implies that the data can be modeled by an I(2) VAR (Engsted and Johansen, 1999; Engsted and Haldrup, 1999). Because of a relatively short OHC series, Stern modeled OHC as a latent variable constrained by available observations using a state space model.

In this paper, we exploit the I(2) representation of the multicointegration model, which effectively allows us to estimate OHC as a latent variable. Compared to the length of the surface temperature time series (1850-2014) there are still only limited observations on OHC (1940-2014). Using the full 165 years of available data on surface temperature and radiative forcing we estimate a model that is not constrained by observations on OHC. Despite not using any data on OHC, the predicted heat content from this model matches simulated results from an energy balance model for 1850-2005 (Marvel et al., 2016) quite well and cointegrates with observed OHC (Cheng et al., 2017) for the available period since 1940. This empirical estimate of OHC may help future research to better understand the role of the ocean in climate change.

Even though we only use 165 years of data in our estimation, equilibrium in response to a doubling of carbon dioxide is not reached for more than two centuries. Our estimates of the ECS and the Transient Climate Response (TCR) are close to the consensus in the scientific literature. These results contrast strongly with those produced using I(1) cointegration models,
which have much more rapid adjustment to a lower estimated ECS. An I(1) model that includes observed OHC did not perform any better, which is likely due to the very short sample available. The primary advantages of our approach over such an I(1) model is that we can use a much longer time series and we can exploit the super-super consistency property of the I(2) estimator of the climate sensitivity.

The paper is structured as follows. The next section reviews recent relevant research. The third section introduces the model and methods. The fourth section of the paper examines the data and the fifth presents results. The sixth section examine the potential effect of measurement error on the results. The final section provides some conclusions.

2. Prior Research

2.1. The Role of the Oceans in Global Climate Change

At the time of writing this paper, the surface warming slowdown has ended, with record high global temperatures from 2015 to 2017. Nevertheless, the period between 1998 and 2014, when surface temperatures increased much more slowly than in the previous quarter century, has been the subject of intense scrutiny. As the search for the missing pieces of the puzzle began, a number of potential culprits surfaced.

Among the suggested candidates were an increase in anthropogenic sulfur emissions (Kaufmann et al., 2011), declining solar irradiance (Tollefson, 2014, Trenberth 2015; Kaufmann et al., 2011), and an increase in volcanic aerosols (Andersson et al., 2016) over the examined period, which also coincided with a negative phase of the Pacific Decadal Oscillation (PDO). Similarly, anthropogenic sulfate aerosols contributed to the earlier hiatus period from the 1950s to the 1970s (Kaufmann et al., 2006). Smith et al. 2016 recently suggested that anthropogenic aerosol emissions might be a driver of the negative PDO. This is, however, in contrast with the findings of Kosaka and Xie (2013) who attribute the hiatus with high probability to internal variability, instead of forcing.

Karl et al. (2015) argue that the apparent hiatus was due to mismeasurement of surface temperature data. They correct the temperature data for several biases finding the resulting warming trends between 1950-1999 and 2000-2014 to be “virtually indistinguishable”. However, their approach was critiqued, by among others Fyfe et al. (2016) who argue that the

---

4 See also Hausfather et al. (2017) who find cooling biases in recent years in several existing sea surface temperature series.
starting and ending dates of the observation period matter, as the 1950-1970 period also included a long hiatus.

The majority of recent studies do agree that exchange of heat between the atmosphere and the oceans is a key player in explaining the surface warming slowdown. Nonetheless, the mechanisms by which oceans absorb and then again release heat were not well understood until recently, when this process was found to be closely linked to the decadal oscillation of the oceans, in particular the Pacific Decadal Oscillation (PDO) (Kosaka and Xie, 2013; Meehl et al. 2011). Hiatuses might be relatively common climate occurrences, where enhanced heat uptake by the ocean is linked to La Nina-like conditions associated with a negative PDO (Meehl et al., 2011). By contrast, the positive phase of the PDO favors El Nino conditions and injects heat into the atmosphere (Tollefson, 2014). Stronger trade winds during La Nina episodes drive warm surface water westwards across the Pacific, then down into the lower layers of the ocean. Simultaneously, cold water upwells in the eastern Pacific (Trenberth and Fasullo, 2012). It is also possible that extreme La Nina events, such as that in late 1998, may tip the ocean into a cool phase of the PDO (Tollefson, 2014). On the other hand, Hedemann et al. (2017) argue that internal variability of the top of the atmosphere energy imbalance may play just as large a role in hiatuses as internal variability of the ocean.

Observations of OHC are sparse prior to systematic observation through the Argo float system in recent decades. Therefore, the further we go back in time, the larger the uncertainty surrounding ocean heat uptake and the larger potential biases might be. The vast majority of warming is concentrated in the top 2000m of the ocean (Purkey and Johnson, 2010). Levitus et al. (2012) provide pentadal OHC estimates for the upper 2000 meters since the late 1950s (annual since 2005) and annual observations for the upper 700m from 1955. Cheng et al. (2017) estimate annual changes in ocean heat content for the top 700m and top 2000m as far back as 1940, but uncertainties are again high for the 20th Century.

Estimates for 1955-2010 (Levitus et al., 2012) show a rate of heat uptake of 0.27Wm$^{-2}$ for the upper 2000m of the world ocean but the uptake has varied over time. Half of the heat accumulated since 1865 accumulated after 1997 (Gleckler et al., 2016). Balmaseda et al. (2013) estimate that the rate of heat uptake in the 2000s was 0.84 Wm$^{-2}$ for the entire ocean with 0.21Wm$^{-2}$ of that being stored below 700m, but in the 1990s uptake was negative (-0.18Wm$^{-2}$)
though other sources find a lower but positive rate of uptake in that period. However, during the recent hiatus period, the upper layers of the ocean did not show enough warming to account for the imbalance in the energy system (Balsameda et al. 2013). This “missing energy” was actually stored in the deep oceans (Trenberth and Fasullo, 2012). Cheng et al. (2017) estimate the annual rate of increase in OHC in the upper 700 meters of the ocean was 0.09Wm\(^{-2}\) from 1960 to 1991 and 0.61Wm\(^{-2}\) from 1992 to 2015. For the 700-2000m layer they estimate the rates of change at 0.04Wm\(^{-2}\) and 0.37Wm\(^{-2}\), respectively.

Estimates of deep ocean heat fluxes are limited. Johnson et al. (2016) estimate net ocean heat uptake in the top 1800m of the ocean of 0.71Wm\(^{-2}\) from 2005 to 2015, and 0.07Wm\(^{-2}\) below 1800m. Kouketsu et al. (2011) calculate world ocean temperature changes for the 1990s and 2000s for waters below 3000m, estimating the heat uptake to be around 0.056Wm\(^{-2}\). Purkey and Johnson (2010) estimate the heat uptake below 4000m to be 0.027 Wm\(^{-2}\). Cheng et al. (2017) estimate that 12.8% of the change in ocean heat content is accumulating below 2000m. Cheng et al. (2017) also estimate that non-ocean heat uptake at 7% of the total. These estimates guide our comparison of our estimated total Earth system heat content and observations on the top 2000m of the ocean. We assume that heat uptake by the top 2000m of the ocean constitutes around 81% of the total increase in Earth system heat content and about 88% of total ocean heat uptake is in the top 2000m. Between 50% and 56% of total system heat content accumulates in the top 700m of the ocean.

2.2. Recent Estimates of the Climate Sensitivity

Estimates of the climate sensitivity have been the focus of ongoing debate. Estimates vary widely (Armour, 2016, Knutti et al. 2017) and there are notable differences between observation- and model-based sensitivity estimates (Richardson et al., 2016; Knutti et al., 2017). The consensus in the IPCC 5th Assessment Report (Bindoff et al., 2013) is that the equilibrium climate sensitivity (ECS) falls in the range of 1.5-4.5°C with more than 66% probability,\(^6\) while the transient climate response (TCR) falls in the range 1-2.5°C with more than 66% probability. Armour (2016) notes that the range of ECS supported by recent observations is 1-4°C with a best estimate of around 2°C and the TCR is estimated at 0.9-2.0°C. This suggests that climate

\(^5\) Heat uptake is expressed either in joules of energy stored or as a flow of Wm\(^{-2}\). But the latter is usually expressed on terms of the equivalent heat flow over the entire surface of the Earth that would equate to the rate of heat uptake and not the heat flow per square meter of ocean at the depth quoted. We have normalized all measurements quoted in this Section to Wm\(^{-2}\) over the entire surface of the Earth.

\(^6\) This is the official translation of the term “likely” as used by the IPCC.
model based estimates are too sensitive. Richardson et al. (2016) note that sea surface temperature measurements measure water rather than air temperature, and the water has warmed more slowly than the air. Additionally, the most poorly measured regions on Earth, such as the Arctic, have also warmed the most. Richardson et al. (2016) process the CMIP5 model output in the same way as the HADCRUT4 temperature series is constructed – using seawater temperatures and under-sampling some regions. They infer an observation-based best estimate for the TCR of 1.66ºC, with a 5–95% range of 1.0–3.3ºC, consistent with the climate models considered in the IPCC 5th Assessment Report.7 Our primary estimates use the Berkeley Earth surface temperature series, which provides much better coverage of polar regions than HADCRUT4. We compare these results to a model using the HADCRUT4 data as a robustness check.

Marvel et al. (2016) argue that the efficacy of some forcings is less than that of greenhouse gases and anthropogenic aerosols. They use single-forcing experiments to estimate these efficacies and revise TCR and ECS estimates upward to 1.7K and to 2.6-3.0ºC, depending on the feedbacks included. Armour (2016) highlights the joint (multiplicative) importance of the Richardson et al. (2016) and the Marvel et al. (2016) studies, which together should raise observational ECS by 60%, reconciling the discrepancy between observation and model based estimates. We test this idea by estimating models with both total aggregated radiative forcing using a uniform efficacy and radiative forcing adjusted for the lower efficacy of some forcings. Knutti et al. (2017) carry out an extensive survey of the literature, concluding that based on estimates constrained by different lines of evidence an ECS value of 3ºC is most likely. On the other hand, Brown and Caldeira (2017) argue that models that better simulate the current energy budget predict greater future warming and that the mean observationally informed ECS is 3.7ºC with a 25-75% interval of 3-4.2ºC. But Cox et al. (2018) find that based on models that estimate the observed climate variability better, the ECS is 2.8 ºC with a 66% confidence interval of 2.2-3.4 ºC.

2.3. Issues in the Climate Econometrics Literature

Most studies of global climate change using econometric methods have ignored the role of the ocean. These studies produce implausible estimates of the rate of adjustment of surface temperature to long-run equilibrium. For example, Kaufmann and Stern (2002) find that the

---

7 Using CRU land surface measurements only for the period 1964-2010 and an econometric dynamic panel data method that allows for potential long-run cointegration, Storelumo et al. (2016) estimate the TCR at 2.0 +/- 0.8ºC. But this TCR only applies to land surface temperatures.
rate of adjustment of temperature to changes in radiative forcing is around 50% per annum even though they estimate that the climate sensitivity is 2.03°C. Similarly, Kaufmann et al. (2006) estimate a climate sensitivity of 1.8°C, while the adjustment coefficient implies that more than 50% of the disequilibrium between forcing and temperature is eliminated each year.

Simple AR(1) I(1) autoregressive models of this type assume that temperature adjusts in an exponential fashion towards the long run equilibrium. The estimate of that adjustment rate tends to go towards that of the fastest adjusting process in the system. Schlesinger et al. (no date) illustrate these points with a very simple first order autoregressive model of global temperature and radiative forcing. They show that such a time-series model approximates a model with a simple mixed layer ocean. Parameter estimates can be used to infer the depth of such an ocean. The models that they estimate have inferred ocean depths of 38.7-185.7 meters. Clearly, an improved time-series model needs to simulate a deeper ocean component.

As described in the Introduction, Stern (2006) used a state-space model inspired by multicointegration. The estimated climate sensitivity for the preferred model is 4.4°C, which is much higher than previous time-series estimates and temperature responds much more slowly to increased forcing. However, this model only used data on the top 300m of the ocean. Pretis (2015) estimates an I(1) VAR for surface temperature and the heat content of the top 700m of the ocean for observed data for 1955-2011. The climate sensitivity is 1.67°C for the preferred model but 2.16°C for a model that excludes the level of volcanic forcing from the cointegrating relationship. The adjustment rate between surface temperature and the disequilibrium between surface temperature and radiative forcing is 0.11. As we describe in the Model section, below, we estimate models that explicitly model ocean heat storage using the concept of multicointegration and exploit the implied I(2) properties of multicointegrating models which allows us to obtain parameter estimates for 1850 to 2014. We compare our results to I(1) models with and without observed OHC. This comparison shows the added value of the I(2) multicointegration approach.

A second major issue relates to the time-series nature of the observed climate variables. Francisco Estrada, Pierre Perron, and others have argued “that both temperature and radiative forcing variables can be best represented as trend stationary processes with structural changes occurring in the slope of their trend functions and that they share a common secular trend and common breaks, largely determined by the anthropogenic radiative forcing” (Estrada and Perron, 2016, 1). Previously, Gay-Garcia et al. (2009) argued that the climate system cannot be
characterized by stochastic trends because: “assuming a unit root implies that global and hemispheric temperatures are highly unstable processes and therefore single events such as isolated solar flares, the 1974 La Nina (as well as other internal variation) or the 1883 Krakatau eruption would have changed the long-run path of global temperatures and their effect would be present even today” (336). As Kaufmann et al. (2010) explain in their reply, we would only expect global temperature to contain a stochastic trend because radiative forcing does. In the absence of forcing, the system would display levels stationary behavior.

The stochastic trend model assumes that all shocks are permanent. But the deterministic trend with breaks model assumes that only some shocks are permanent – these change the level or slope of the trend of the series. In particular, a shift in the level of the series is simply a very large shock. With enough breakpoints, any random walk could be approximated by a piecewise linear trend stationary process (Rappoport and Reichlin, 1989). As Kejriwal and Lopez (2013, 899) state: “a unit root process can be viewed as a limiting case of a stationary process with multiple breaks, one that has a break (permanent shock) every period”.

Both these models are approximations to reality. Kaufmann et al. (2013) find that they cannot reject the null of a unit root against the alternative of a deterministic trend with up to two breakpoints for radiative forcing series and, furthermore, show that “Monte Carlo simulations of the cointegration/error-correction model can generate time series for temperature that appear to be trend-stationary-with-a-break when analyzed with the statistical methodology used by Gay et al. (2009).” (Dergiades et al., 2016, 68).

Similarly, Perron and Wada (2009) argue that U.S. GDP is best characterized by a trend stationary process with a slope break in 1973. But others find that the series is best represented by a random walk (Cushman, 2016). An improved testing procedure developed by Kejriwal and Lopez (2013) cannot reject the null hypothesis of a unit root in the GDP of 19 developed countries, though there is extensive evidence of breaks in the series. Berenguer-Rico and Carrion-i-Silvestre (2011) develop a single equation approach to testing for multicointegration in the presence of a potential structural break. However, this is not really relevant, because while there may be a structural break in the variables, we do not expect there to be a structural break in the cointegrating parameters. Instead, we test our estimated models for residual instability to see whether we may still be missing breaks in the relationships.
3. Methods

3.1. The Long-Run Relations

Long wave radiation from the Earth to space is proportional to the temperature of the surface and atmosphere. If there is an increase (decrease) in the incoming radiation from the sun that is absorbed – due to a change in solar irradiance or a change in the Earth’s albedo – the equilibrium temperature must increase (decrease) to balance incoming and outgoing radiation. The atmosphere absorbs radiation from the surface and reradiates some of the energy back towards the surface.\(^8\) The level of this back radiation is a function of the proportion of greenhouse gases in the atmosphere, mainly water and carbon dioxide. An increase in the share of greenhouse gases in the atmosphere increases the back radiation and, therefore, increases the necessary radiation from the surface that is needed to balance the back radiation. This requires an increase in the temperature of the surface. As the Earth system adjusts to a new equilibrium following an increase in greenhouse gases it will store heat as its temperature increases. This is the phenomenon of global warming. Though greenhouse gases only directly warm the atmosphere and surface, the temperature of the surface must be in equilibrium with that of the ocean. The heat capacity of the ocean is much larger than that of the atmosphere and so the storage of heat in the ocean and its warming dominates the global warming process, though some heat is stored in the atmosphere or used to melt ice. For simplicity, we model the overall increase in heat stored in the Earth system as a single variable and assume that surface temperature has a long-run equilibrium with that quantity. The global energy balance is given by

\[
f_t - \lambda s_t = q_t
\]

where \(f\) is radiative forcing in watts per square meter, \(s\) is surface temperature in Celsius, \(q\) is the uptake of heat by the Earth system in watt years per square meter,\(^9\) which is assumed to be a stationary process, and \(t\) indicates the year of observation. The climate feedback parameter, \(\lambda\), determines the equilibrium climate sensitivity to a doubling of carbon dioxide concentrations given by \(ECS = 5.35\ln(2)/\lambda\). Equation (1) states that the disequilibrium between current radiative forcing and current temperature is stored in the Earth system. Assuming that \(f\) and \(s\)

---

\(^8\) This back radiation is actually about double the radiation absorbed by the surface directly from the sun.

\(^9\) We can convert this to joules by multiplying by the number of seconds in a year and the surface of the Earth in square meters. This constant is approximately \(1.609\times10^{22}\). Empirical implementation of (1) and (2) will each require a constant, as discussed below.
are I(1) time series, as has been shown by previous research (e.g. Kaufmann et al., 2013; Pretis, 2015), there should be a cointegrating relationship between them so that $q_t$ is a stationary stochastic process. In the long run, surface temperature must also be in equilibrium with system heat content, $Q_t = \sum_{i=1}^{t} q_i$, so that

$$Q_t - \phi s_t = u_t$$

where $u_t$ is another stationary stochastic process. Therefore, there is multicointegration between $f$ and $s$ as surface temperature, $s$, cointegrates with $Q$, the accumulated errors from the first cointegrating relation.

3.2. I(2) Models

Although multicointegration was initially developed for I(1) Vector Error Correction Models (VECM) with two instead of the usual single error correction mechanism (Granger and Lee (1989,1990), it was later shown that multicointegration implies an I(2) representation of the system (Engsted and Johansen, 1999). In the case of our model, the accumulated cointegration error $Q_t$ can be obtained by cumulating the cointegrating relationship in (1): $F_t - \lambda S_t = Q_t$ where $F_t = \sum_{i=1}^{t} f_i$ and $S_t = \sum_{i=1}^{t} s_i$ are the partial sums of the original variables, where 1 indicates the first year of the sample, which is 1850 for the time series introduced in the next section. The accumulated I(1) variables $F_t$ and $S_t$ are by definition I(2).

Johansen (1992) shows that the $p$-dimensional I(2) VECM of order $k$ is given by

$$\Delta^2 X_t = \Pi X_{t-1} - \Gamma \Delta X_{t-1} + \sum_{i=1}^{k-2} \Psi_i \Delta^2 X_{t-i} + \Phi D_t + \epsilon_t$$

with reduced rank conditions

$$\Pi = \alpha \beta'$$

and

$$\alpha' \Gamma \beta' = \xi \eta'$$

where $\alpha$ and $\beta$ are $p \times r$, $\xi$ and $\eta$ are $(p - r) \times s_1$, $\alpha_\perp$ and $\beta_\perp$ are $p \times (p - r)$ with $r < p$.
and for which \( \alpha'_\perp \alpha = 0 \) and \( \beta'_\perp \beta = 0, D_t \) collects the deterministic components\(^{10}\), \( \epsilon_t \) are iid \( N(0, \Omega) \), initial values are assumed to be fixed, and \( t = 1, \ldots, T \). We use the notation \( \bar{\alpha} = \alpha (\alpha' \alpha)^{-1} \) and define \( \beta_1 = \bar{\beta} \perp \eta \) and \( \beta_2 = \bar{\beta} \perp \eta_\perp \) which are \( p \times s_1 \) and \( p \times (p - r - s_1) \). The number of relations that cointegrate to \( I(0) \) is denoted by \( r \) while \( s_1 \) denotes the common \( I(1) \) trends and \( s_2 = p - r - s_1 \) the common \( I(2) \) trends. Hence the \( I(2) \) model is characterized by

\[
\begin{align*}
    r : & \beta'X_t - \delta \beta_2 \Delta X_t \sim I(0) \\
    s_1 : & \beta'_1 X_t \sim I(1) \\
    s_2 : & \beta'_2 X_t \sim I(2)
\end{align*}
\]

where the \( r \) polynomially cointegrating relations usually need \( \Delta X_t \) to cointegrate to \( I(0) \) with multicointegration parameter \( \delta = \bar{\alpha}' T \bar{\beta}_2 \).

In our bivariate case with \( X_t = [F_t, S_t]' \), the \( I(2) \) model simplifies. If multicointegration is present, then \( r = 1, s_1 = 0, \) and \( s_2 = 1 \). Thus, the two cointegrating relationships outlined in (1) and (2) are represented by the multicointegrating relationship in (6) while the system is driven by a common \( I(2) \) trend.

However, the multicointegrating relationship (6) includes both \( f_t \) and \( s_t \) in \( \Delta X_t \) while from a physical perspective only \( s_t \) is needed in the multicointegrating relationship. The corresponding theoretical equation, (2), models the surface temperature and the heat stored in the Earth system reaching thermal equilibrium, which does not depend on the level of radiative forcing in the atmosphere but only on the relative temperature of the atmosphere and ocean. From a statistical perspective, only one of \( s_t \) or \( f_t \) is needed to achieve multicointegration, as these two variables cointegrate (Engsted and Haldrup, 1999; Siliverstovs, 2006). Therefore, we re-parameterize the multicointegrating relation (Rahbek et al., 1999; Kongsted and Nielsen, 2004) to exclude forcing, in order to achieve physical interpretability of this relationship. We estimate the model by using the \( I(2) \) to \( I(1) \) transformation that also allows us to use standard inference on the multicointegration parameter (Kongsted and Nielsen, 2004; Kongsted, 2005; Siliverstovs, 2006). The \( I(2) \) to \( I(1) \) transformation is given by

\(^{10}\) For ease of presentation, we introduce the \( I(2) \) model without discussing the deterministic components in detail. Restrictions on the deterministic components follow the widely used formulation of Rahbek et al. (1999) and are discussed in detail for the final model that we estimate towards the end of this section.
\[ \tilde{X}_t = \begin{pmatrix} B'X_t \\ v'\Delta X_t \end{pmatrix} \]  \hspace{1cm} (9)

where \( B = \beta \) as estimated in (3) by the procedure outlined in Johansen (1997), and \( v = [0,1]' \), so that only \( s_t \) is selected. Only I(1) variables are contained in \( \tilde{X}_t \) and the transformed I(1) VECM can be estimated as

\[ \Delta \tilde{X}_t = \tilde{a}\tilde{\beta}'\tilde{X}_{t-1} + \sum_{i=1}^{k-1} \tilde{\gamma}_i \Delta \tilde{X}_{t-i} + \tilde{\Phi}D_t + \tilde{\epsilon}_t \]  \hspace{1cm} (10)

where \( \tilde{\beta}' = (1, -\delta) \),\(^{11}\) so that the reformulated multicointegrating relationship that guarantees physical interpretability is given by

\[ \beta'X_t - \delta v'\Delta X_t \sim I(0). \]  \hspace{1cm} (11)

Engsted and Haldrup (1999) derive both stock and flow VECM representations for multicointegrating variables. We use the bivariate flow VECM representation and substitute in the re-parameterized multicointegrating relation in (11) (Siliverstovs, 2006). This flow VECM representation of the I(2) model is the basis for the results in the next section and, thus, we now discuss restrictions on the deterministic components, which were not discussed up till now for ease of presentation. We follow the specification proposed by Rahbek \textit{et al.} (1999), who restrict the linear trend and the constant to the cointegration spaces.\(^{12}\) A time trend is needed in the CI(2,1) cointegrating relationship between the two accumulated I(2) variables, \( S_t, F_t \), in order to account for initial conditions (Engsted and Haldrup, 1999). Similarly, a constant is needed in the multicointegrating relationship between \( \beta'X_t \) and \( v'\Delta X_t \). For the I(1) VECM presented in (10) that results from the I(2) to I(1) transformation we use a restricted constant to be consistent with the I(2) model. Hence, the bivariate flow VECM representation for multicointegrating variables becomes

\[ \Delta^2 X_t = a[\tilde{\beta}'\tilde{X}_{t-1} - \tilde{\delta}\Delta \tilde{X}_{t-1}] - \zeta \Delta \tilde{\beta}'\tilde{X}_{t-1} + \sum_{i=1}^{k-2} \Psi_i \Delta^2 X_{t-i} + u_t \]  \hspace{1cm} (12)

where \( \tilde{X}_t = [F_t, S_t, t]' \) and so \( \Delta \tilde{X}_t = [f_t, s_t, 1]' \). Then \( \tilde{\beta} = [\beta', \beta_0]' = [1, -\lambda, \beta_0]' \) and \( \tilde{\delta} = \ldots \)

\(^{11}\) See Kongsted and Nielsen (2004) for the remaining transformed coefficients.

\(^{12}\) The means of \( \Delta f \) and \( \Delta s \) in our sample are not significantly different from zero and so, unlike Siliverstovs (2006) we do not need an unrestricted constant in our specification.
The coefficients $\beta$ and $\delta$ correspond to the theoretical equations (1) and (2) where $\beta_0$ and $\gamma$ account for initial conditions. Furthermore, $\tilde{\beta}'\tilde{X}_t = \tilde{\zeta}$ is the predicted system heat content that is generated as a latent variable in the multicointegrating framework and $\Delta\tilde{\beta}'\tilde{X}_t$ is the radiative imbalance in the atmosphere between radiative forcing and temperature given in (1), which is also equal to the system heat uptake. The adjustment parameters $\alpha$ estimate the speed with which $\Delta^2X_t = [\Delta f_t, \Delta s_t]'$ adjusts to deviations from the multicointegrating relation. Hence, $\alpha$ estimates the adjustment speed to both cointegrating relations in (1) and (2). The parameter $\zeta$ estimates the adjustment to the heat uptake of the previous period.

### 3.3. I(1) Models

For comparison with the I(2) models, we also estimate several I(1) models. Given revisions and updates to the data, this provides a more comparable benchmark than simply referring to previous studies. Most generally, we estimate the 3-dimensional I(1) VECM for observed OHC, surface temperature, and radiative forcing that is given by

$$
\Delta y_t = \alpha\beta'y_{t-1} + \sum_{i=1}^{k-1} \Psi_i \Delta y_{t-i} + \epsilon_t
$$

where $y_t = [f_t, s_t, h_t]$ and $h$ is observed OHC in watt-years per square meter and $y_t = [f_t, s_t, h_t, 1]$. We again use a restricted constant to be consistent with the models above. For this model, the sample is restricted by the availability of observations for OHC to the period 1940 to 2014. Despite using actual observations of OHC, we expect this model to perform worse than our I(2) VECM because the I(2) estimator is super-super consistent and there is a much shorter time series available for this I(1) model. We also estimate the 2-dimensional I(1) VECM given by

$$
\Delta x_t = \alpha\beta'\bar{x}_{t-1} + \sum_{i=1}^{k-1} \Psi_i \Delta x_{t-i} + \epsilon_t
$$

where $x_t = [f_t, s_t]$ and $\bar{x}_t = [f_t, s_t, 1]$. We estimate this model for the full sample period using both the optimal number of lags and a simple AR(1) model too. These models are equivalent

---

13 See Rahbek et al. (1999) for the restrictions imposed on $\beta_0$ and $\gamma$ in estimating the model.
to a zero-dimensional single-layer energy balance model (Kaufmann et al., 2013), whereas the I(2) VECM is equivalent to a two-layer zero-dimensional energy balance model.

All estimation and testing was carried out using RATS 9.1 (Estima, 2014) and CATS 2.0 (Dennis et al., 2006).

4. Data

Figures 1 to 3 present the key time series used in this study. The sources of the data are documented in Appendix I. Figure 1 presents the two versions of the radiative forcing aggregate that we use. Forcing trends upwards over time with large negative departures following major volcanic eruptions, which cluster in the late 19th Century – starting with the 1883 eruption of Krakatoa – and late 20th Century – the largest of which was Pinatubo in 1992.\textsuperscript{14} The period from the late 1990s represents a step change in the level of forcing compared to the period up till then. The level of forcing in 2014 was between 2.65 (partial efficacy) and 2.98 (full efficacy) Wm\textsuperscript{-2} and is about three quarters of what would be the effect of doubling CO\textsubscript{2} alone relative to the preindustrial era, which would increase forcing by 3.7 Wm\textsuperscript{-2}. By multiplying the radiative forcing of ozone, volcanic aerosols, and solar irradiance by 0.5, the series with modified efficacies approximately account for Marvel et al.’s (2016) findings that these forcings have less effect than greenhouse gases and anthropogenic aerosols.\textsuperscript{15} This series generally shows a smaller increase and variance.

---

\textsuperscript{14} Though volcanic eruptions only affect radiative forcing for two to three years, they have much more persistent effects on ocean heat content (Marvel et al., 2016) and thus also on surface temperature. Omitting volcanic forcing entirely or excluding it from the cointegration relations would result in system heat content following a very different path than it did historically.

\textsuperscript{15} We do not use the precise efficacies that they estimate because these differ depending on the timeframe.
Figure 1. Radiative Forcing

Figure 2. Surface Temperature
Figure 2 shows the two surface temperature series. Though most research has been dedicated to correcting bias in sea surface temperatures (e.g. Hausfather et al., 2017), the Berkeley Earth dataset focuses on correcting bias in land surface temperatures (Rohde et al., 2013) and employs a modified version of the Hadley sea surface temperature series that extrapolates to areas without observations. The two series are very similar to each other in both trend and short-run fluctuations. HADCRUT 4 shows less warming due to its low coverage of Arctic regions (Karl et al., 2015). Temperature does seem to track forcing quite well, starting a strong upward trend in the late 1970s just as forcing does.

Finally, Figure 3 compares simulated and observed OHC series, where all series have been normalized to zero in 1940. The Marvel et al. (2016) series is for their model simulation with all forcings. We multiply their original data by 0.88 to scale it to the heat content of the top 2000m of the ocean. This shows a stronger increase in heat content than Cheng et al.’s (2017) observations and surprisingly strong heat uptake before 1960, which actually matches Stern’s (2006) results quite closely. Our own estimates will be discussed in the next section.

**Figure 3. Predicted and Observed Ocean Heat Content**
5. Results and Discussion

5.1. I(2) Models

Our main estimates, Models I and II, use the Berkeley Earth temperature series and we then test the effect of using the HADCRUT series (Model III). Model I uses unadjusted radiative forcing while the other models use the series adjusted for partial efficacy.

We considered a maximum of four lags and select the most parsimonious model that has adequate serial correlation properties. It is important not to select too long a lag length because this can induce artificially large roots to be found in the model (Granger and Jeon, 2006; Onatski and Uhlig, 2012), which could result in not being able to reject the null of non-cointegration (Onatski and Uhlig, 2012). Table 1 reports information criteria and residual autocorrelation tests for all the I(2) models. The Bayesian Information Criterion (Schwarz, 1978) would pick two lags in each case. The Hannan-Quinn Criterion (Hannan and Quinn, 1979) would pick three lags for Model I and two lags for the other models. The Akaike Information Criterion (Akaike, 1973) picks three lags for Model I and very marginally picks 4 lags over 3 for Models II and III. Setting a 0.05 significance threshold for the LM(1) and LM(k) tests, the minimum adequate lag length for Models I to III is three lags. The Ljung-Box portmanteau test statistic also points to three lags with the exception of Model II where the p-value is 0.04. All things considered, we picked three lags for Models I to III.

Table 1. Lag Length Selection of I(2) Models

<table>
<thead>
<tr>
<th></th>
<th>Information Criteria</th>
<th>Autocorrelation Tests</th>
<th>Ljung-Box(40)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>k</td>
<td>SC</td>
<td>H-Q</td>
</tr>
<tr>
<td>Model I</td>
<td>2</td>
<td>-6.092</td>
<td>-6.228</td>
</tr>
<tr>
<td>Berkeley, full efficacy</td>
<td>3</td>
<td>-6.051</td>
<td>-6.233</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-5.976</td>
<td>-6.203</td>
</tr>
<tr>
<td>Model II</td>
<td>2</td>
<td>-7.402</td>
<td>-7.538</td>
</tr>
<tr>
<td>Berkeley, partial efficacy</td>
<td>3</td>
<td>-7.350</td>
<td>-7.531</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-7.286</td>
<td>-7.513</td>
</tr>
<tr>
<td>Model III</td>
<td>2</td>
<td>-7.436</td>
<td>-7.573</td>
</tr>
<tr>
<td>HADCRUT, partial efficacy</td>
<td>3</td>
<td>-7.382</td>
<td>-7.564</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-7.319</td>
<td>-7.547</td>
</tr>
</tbody>
</table>

Notes: p-values for autocorrelation test statistics, k is number of lags. SC: Schwarz Criterion, H-Q: Hannan-Quinn Criterion, AIC: Akaike Information Criterion. LM(k): LM-Test for autocorrelation of order k.
Table 2a reports rank test statistics and Table 2b the roots of the companion matrix for full rank and relevant reduced rank specifications. Using the rank test statistics and the \( p \)-values from the asymptotic distribution, we can reject non-cointegration for all three models, but we can also reject the restriction \( r = 1, s_2 = 1, s_1 = 0 \) at the 0.05 level and for Models II and III at the 0.01 level also. On the other hand, we cannot reject the hypothesis \( r = 1, s_2 = 0, s_1 = 1 \). However, when we impose \( r = 1, s_2 = 1, s_1 = 0 \) there appear to be two unit roots (Table 2b), though for Models II and III the third root is quite large. When we impose \( r = 1, s_2 = 0, s_1 = 1 \) there is one explosive and one unit root, which is not compatible with the hypothesis that there is a single I(1) trend in the data. In Section 6, we simulate critical values for the null of \( r = 1, s_2 = 1, s_1 = 0 \) for a sample size of 165 with and without measurement error. Even in the absence of measurement error, none of the test statistics for the test of the null of \( r = 1, s_2 = 1, s_1 = 0 \) are significant at the 0.01 level for a sample of this size. With a larger level of measurement error, they are not significant even at the 0.05 level. Therefore, we accept the \( r = 1, s_2 = 1, s_1 = 0 \) restrictions.

Table 2a. Rank Tests for I(2) Models

<table>
<thead>
<tr>
<th></th>
<th>( p - r )</th>
<th>( r )</th>
<th>( s_2 = 2 )</th>
<th>( s_2 = 1 )</th>
<th>( s_2 = 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berkeley, full efficacy</td>
<td>2</td>
<td>0</td>
<td>94.208</td>
<td>47.176</td>
<td>44.910</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.001)</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>22.968</td>
<td>2.345</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.017)</td>
<td>(0.929)</td>
<td></td>
</tr>
<tr>
<td>Model II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berkeley, partial efficacy</td>
<td>2</td>
<td>0</td>
<td>81.600</td>
<td>45.269</td>
<td>43.679</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.002)</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>27.643</td>
<td>2.723</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.003)</td>
<td>(0.895)</td>
<td></td>
</tr>
<tr>
<td>Model III</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HADCRUT, partial efficacy</td>
<td>2</td>
<td>0</td>
<td>81.175</td>
<td>43.983</td>
<td>42.476</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.000)</td>
<td>(0.003)</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>25.340</td>
<td>1.893</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.007)</td>
<td>(0.961)</td>
<td></td>
</tr>
</tbody>
</table>

Notes: \( p \)-values based on the asymptotic distribution in parentheses. See Table 10 for critical values with a sample size of 165 and potential measurement error.

Table 2b. Moduli of Estimated Characteristic Roots

<table>
<thead>
<tr>
<th></th>
<th>( r )</th>
<th>( s_2 )</th>
<th>( s_1 )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berkeley, full efficacy</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1.023</td>
<td>0.970</td>
<td>0.543</td>
<td>0.543</td>
<td>0.309</td>
<td>0.309</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.000</td>
<td>1.000</td>
<td>0.621</td>
<td>0.326</td>
<td>0.302</td>
<td>0.302</td>
</tr>
<tr>
<td>Model II</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Berkeley, partial efficacy</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1.032</td>
<td>0.987</td>
<td>0.529</td>
<td>0.529</td>
<td>0.244</td>
<td>0.244</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.000</td>
<td>1.000</td>
<td>0.886</td>
<td>0.395</td>
<td>0.395</td>
<td>0.001</td>
</tr>
<tr>
<td>Model III</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HADCRUT, partial efficacy</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1.029</td>
<td>0.975</td>
<td>0.507</td>
<td>0.507</td>
<td>0.459</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.000</td>
<td>1.000</td>
<td>0.856</td>
<td>0.410</td>
<td>0.410</td>
<td>0.078</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1.030</td>
<td>1.000</td>
<td>0.519</td>
<td>0.519</td>
<td>0.407</td>
<td>0.035</td>
</tr>
</tbody>
</table>
Table 3 reports parameter estimates for the I(2) models. Residual autocorrelation is adequate for all models and the residuals of the temperature equation are normally distributed. This is not the case for the radiative forcing equation, but Gonzalo (1994) showed that the FIML Johansen procedure is rather robust to minor departures from the model assumptions due to non-normality.

Table 3. Main I(2) Results

<table>
<thead>
<tr>
<th></th>
<th>Model I Berkeley, full efficacy</th>
<th>Model II Berkeley, partial efficacy</th>
<th>Model III HADCRUT, partial efficacy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Multicoint. Vector (mci)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \tilde{\beta} )</td>
<td>( F_{t-1} ) ( \bar{\lambda} )</td>
<td>-1.709 (-5.041)</td>
<td>-1.326 (-3.940)</td>
</tr>
<tr>
<td>( S_{t-1}, -\lambda )</td>
<td>( t, \beta_0 ) (-3.941)</td>
<td>-0.401 (-3.941)</td>
<td>-0.399 (-3.379)</td>
</tr>
<tr>
<td>( \bar{\delta} )</td>
<td>( \hat{Q}_{t-1} )</td>
<td>1.000 ( 1.000 )</td>
<td>1.000 ( 1.000 )</td>
</tr>
<tr>
<td>( S_{t-1}, -\phi )</td>
<td>( 1, \gamma ) (-21.780)</td>
<td>-17.577 (-21.780)</td>
<td>-13.821 (-17.747)</td>
</tr>
<tr>
<td><strong>VECM</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta f_t ) equation</td>
<td>( mci_{t-1} )</td>
<td>0.007 ( 0.839) ( 0.389)</td>
<td>0.020 ( 3.648) ( 6.148)</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \Delta \hat{Q}_{t-1} )</td>
<td>-0.216 (-3.77)</td>
<td>-0.119 (-2.867)</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>( \Delta s_t ) equation</td>
<td>( mci_{t-1} )</td>
<td>0.013 ( 7.083) ( 5.873)</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>( \Delta \hat{Q}_{t-1} )</td>
<td>0.046 ( 5.55) ( 4.611)</td>
<td>-0.009 (-0.461)</td>
</tr>
<tr>
<td>( \zeta )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Diagnostic Tests</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multivariate q-test (Hosking)</td>
<td>( \Delta f_t )</td>
<td>0.0000 ( 0.000) ( 0.000)</td>
<td>0.0000 ( 0.000) ( 0.000)</td>
</tr>
<tr>
<td>Jarque-Bera:</td>
<td>( \Delta s_t )</td>
<td>0.6245 ( 0.6245) ( 0.7133)</td>
<td>0.6245 ( 0.7133) ( 0.7133)</td>
</tr>
<tr>
<td>Obs.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>162</td>
<td>162</td>
<td>162</td>
<td></td>
</tr>
</tbody>
</table>

Notes: t-statistics for coefficients in parentheses. p-values for diagnostic tests. Coefficients for lagged second differences not reported.
For Model I, the ECS is 2.17°C and is highly significantly different to zero \((t = 5.04)\). Radiative forcing is weakly exogenous (Engle et al., 1983) – it does not respond to deviations from the multico-integrating relationship which reflect disequilibria in both the long-run relation between OHC and surface temperature and the long-run relation between surface temperature and forcing. The adjustment rate of temperature is slow, as only 1.3% of the deviation from equilibrium is removed each year, but this parameter is highly significant \((t = 7.08)\). Both dependent variables do respond to the first difference of OHC. The coefficient of \(\delta_t\) in \(\ddelta\) in Table 3 corresponds to \(-\phi\) in (2) so that in equilibrium the increase in system heat content in watt years per square meter is 41 times the increase in surface temperature in Celsius. Using data on the mass of the atmosphere and its heat capacity, increasing the temperature of the atmosphere by 1°C requires an increase in heat content of \(5 \times 10^{21}\) joules, which translates to 0.31 watt years per square meter. Therefore, there is a 41 watt years per square meter increase in system heat content for a 0.31 watt years per square meter increase in atmospheric heat content, implying that less than 1% of heat content is directed to warming the atmosphere. The literature reviewed above, found that 3% of the heat content resided in the atmosphere, but this 3% is not a long-run equilibrium proportion as the oceans are far from equilibrium. For Model II the climate sensitivity is 2.8°C, which is close to the IPCC consensus. The 66% confidence interval – equivalent to the IPCC’s “likely” range – is from 2.25 to 3.69 °C. This is almost identical to Cox et al.’s (2018) estimate and confidence interval. The 95% confidence interval is from 1.87 to 5.57 °C. The rate of adjustment of temperature is 1.6% per year, which is close to that in Model I. Radiative forcing is not weakly exogenous in this specification. The estimate of \(\phi\) again implies that roughly 1% of the heat content increase occurs in the atmosphere in the long run.

We re-estimate the temperature equation using recursive least squares, taking the estimated cointegrating vectors as given, and compute the CUSUM and CUSUMSQ tests (Brown et al., 1975) using critical values from Edgerton and Wells (1994) and Zeileis (2004). In neither case, is there any sign of structural instability in the surface temperature equation. Of course, these tests do not test for instability in the cointegrating relationship but only in \(\alpha, \zeta\), and the short-run effects given the cointegrating vectors. Unsurprisingly, the tests suggest breaks in the radiative forcing equation associated with the Krakatoa eruption and other large volcanic eruptions, but these breaks only have transitory effects on radiative forcing.
Figure 3 compares the predicted OHC for the top 2000m of the ocean for Models I and II. We convert the predicted Earth system heat content to joules and scale it to the heat content of the top 2000m of the ocean by multiplying by 0.81 as explained in Section 2.1. We multiply the Marvel et al. (2016) series by 0.88 to scale it to the top 2000m of the ocean. Both our predicted series are quite similar to Marvel et al.’s (2016) simulated series in terms of short run fluctuations and total heat uptake. As we would expect, the full efficacy model shows much larger declines in OHC in the wake of volcanic eruptions than the partial efficacy model does. Our reconstructed series track observed heat content in the top 2000m of the ocean fairly well but show less heat uptake in the 1940s and 1950s and more heat uptake recently. Total heat uptake since 1940 is similar.

In order to assess whether measurement errors affect our estimates of system heat content, we regress observed ocean heat content (Cheng et al., 2017) on the predicted system heat content from Model II (Table 4). The estimated coefficient for the top 2000m of the ocean is 0.71, which is close to, but significantly less than, the estimate of 0.81 mentioned in Section 2.1. The Phillips and Ouliaris (1990) cointegration test statistic is -2.95, which is statistically significant at the 0.05 level (MacKinnon, 2010). We also test for cointegration with heat content in the top 700m of the ocean. The estimated coefficient of 0.49 is close to expectations (Section 2.1) and we can strongly reject the null of non-cointegration.

### Table 4. Cointegration between Predicted System Heat Content and Observed Ocean Heat Content

<table>
<thead>
<tr>
<th></th>
<th>Top 700m</th>
<th>Top 2000m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>4.256</td>
<td>5.668</td>
</tr>
<tr>
<td></td>
<td>(0.701)</td>
<td>(0.421)</td>
</tr>
<tr>
<td>Predicted System Heat Content</td>
<td>0.494</td>
<td>0.712</td>
</tr>
<tr>
<td></td>
<td>(0.031)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.934</td>
<td>0.938</td>
</tr>
<tr>
<td>Phillips-Ouliaris Cointegration Test</td>
<td>-3.63</td>
<td>-2.95</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>75</td>
</tr>
</tbody>
</table>

Notes: Means of series adjusted as in Figure 3. Robust standard errors in parentheses. Critical values for Phillips-Ouliaris cointegration test (McKinnon, 2010): 10%: -2.59, 5%: -2.90, 1%: -3.52.

16 In Section 6 we examine the measurement error issue in detail.
Figure 4 illustrates the surface radiative disequilibrium and ocean (system) heat uptake for Model II. The gap between radiative forcing and transformed temperature is the disequilibrium in watts per square meter. In 2014, it was 1.38 Wm$^{-2}$, which, given the climate sensitivity, implies that temperature needs to rise by 1.0°C to reach long-run equilibrium. Due to multicointegration, this disequilibrium is exactly equal to the annual predicted take up of heat by the Earth system – mostly the ocean – in watt years per square meter. As we can see, following volcanic eruptions, heat is released from the ocean, mitigating the cooling effects. In the first sixty or so years of the sample, except following large eruptions, surface temperature tracks heat uptake by the ocean quite closely. But then temperature increasingly follows the rapidly ramping radiative forcing, but mostly lags forcing resulting in ocean heat uptake. According to our model, the hiatus in temperature after 1998 can largely be accounted for by an increase in ocean heat uptake, though there is a plateau in radiative forcing from 1999 to 2005 as noted by Kaufmann et al. (2011). By contrast, during the slow-down in warming from the 1940s to 1970s radiative forcing grew very slowly but heat uptake was also very low.

**Figure 4. Surface Radiative Disequilibrium and System Heat Uptake**

![Graph showing surface radiative disequilibrium and system heat uptake](image)

Notes: Data is from Model II, which uses Berkeley Earth temperature and partial efficacy of radiative forcing. Temperature has been transformed to units of radiative forcing according to Equation (1). The sign of system heat uptake has been reversed so that negative numbers are storage of heat in the system and positive are release of heat (mostly from the ocean).
An alternative way of visualizing this relationship is shown in Figure 5 where instead of heat uptake we plot heat content and scale the variables to the temperature variable. Here the gap between observed temperature and radiative forcing is the “committed warming” – the increase in temperature that would occur if radiative forcing was held constant from that year onwards. The Figure shows that surface temperature and system heat content are quite tightly coupled, while radiative forcing has in recent decades diverged upwards. We also see that the “hiatus” in recent years resulted in quite a wide deviation between surface temperature and ocean heat content.

Figure 5. Temperature, Radiative Forcing, and System Heat

![Graph showing temperature, radiative forcing, and system heat content over time.]

Note: Radiative forcing has been transformed to temperature units using Equation (1), and system heat content using Equation (2).

The role of “internal variability” in driving this disequilibrium during the hiatus is shown in Figure 6 for Model II and the three I(1) models discussed in the next subsection. We orthogonalize the reduced form residuals using the Cholesky decomposition with radiative

---

17 If greenhouse gas emissions were cut to zero, temperature is, in fact, expected to stay constant rather than rise to the long-run equilibrium. This is because the effect of removal of carbon dioxide from the atmosphere is expected to roughly balance the adjustment of ocean heat content to equilibrium (Solomon et al., 2009; Mauritsen and Pincus, 2017). This is why the TCR is actually more relevant for climate policy than the ECS.
forcing ordered first and surface temperature second. Therefore, the reduced-form residual of the surface temperature equation is decomposed into a component associated with shocks to radiative forcing and an orthogonal component that does not instantaneously affect radiative forcing. The graph shows that this component is positive during El Nino episodes such as in 1997-98, 2005, and 2009, and negative during La Nina episodes such as in 1999-2000, 2008, and 2011. There is also a downward trend in the mean shock over the course of the hiatus, which appears to be associated with the shift to negative PDO values. This is most pronounced for the I(2) model, Model II, and least pronounced for Model IV. This shows that the I(2) multicointegration model best models known components of internal variability.

**Figure 6. Internal Variability Shocks During the Hiatus**

To test the sensitivity of the estimates to data sources, we also estimated the partial efficacy model using HADCRUT surface temperature data (Model III). Results for Model III are similar to those for the Berkeley series (Model II). As expected, due to the lesser coverage of the Arctic area in the HADCRUT data, the climate sensitivity is lower (2.37°C).
5.2. I(1) Models

All the models in this subsection use the Berkeley Earth temperature series and the partial efficacy radiative forcing series. Model IV also adds observed heat content in the top 2000m of the ocean and so its sample period is restricted to 1940-2014. Models V and VI only include the first two variables – Model V uses the optimal lag length, while Model VI is an AR(1) model. We consider a maximum of three lags for Model IV and four lags for Model V. Table 5 reports diagnostics for lag length selection. Unusually, all three information criteria select a single lag for the model with observed OHC (Model IV). For Model V, the best-fit model has four lags. Table 6 reports cointegration rank tests. All the models cointegrate. Model IV has two cointegrating vectors and Models V and VI, one each.

Table 5. Lag Length Selection of I(1) Models

<table>
<thead>
<tr>
<th>k</th>
<th>Model IV</th>
<th>Model V and VI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Berkeley, with observed OHC, partial efficacy</td>
<td>Berkeley, partial efficacy</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

Notes: n = 18 for Model IV and n= 40 for Models V and VI. For other information see Table 1.

Table 6. Rank Tests for I(1) Models

<table>
<thead>
<tr>
<th>Model</th>
<th>p - r</th>
<th>r</th>
<th>Trace</th>
<th>5% Critical Value</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model IV</td>
<td>3</td>
<td>0</td>
<td>64.078</td>
<td>35.070</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>23.136</td>
<td>20.164</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
<td>5.350</td>
<td>9.142</td>
<td>0.256</td>
</tr>
<tr>
<td>Model V</td>
<td>2</td>
<td>0</td>
<td>18.578</td>
<td>20.164</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>2.967</td>
<td>9.142</td>
<td>0.595</td>
</tr>
<tr>
<td>Model VI</td>
<td>2</td>
<td>0</td>
<td>41.999</td>
<td>20.164</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1.636</td>
<td>9.142</td>
<td>0.839</td>
</tr>
</tbody>
</table>

Notes: Trace test statistics and critical values use a correction for small samples (Doornik, 1998)
### Table 7. Main I(1) Results

<table>
<thead>
<tr>
<th>Model IV</th>
<th>Model V</th>
<th>Model VI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Berkeley with observed OHC, full efficacy</td>
<td>Berkeley, partial efficacy, 4 lags</td>
<td>Berkeley, partial efficacy, 1 lag</td>
</tr>
</tbody>
</table>

#### Coint. Relation 1

<table>
<thead>
<tr>
<th>( f_{t-1} )</th>
<th>1</th>
<th>1</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_{t-1} - \lambda )</td>
<td>-3.054</td>
<td>-2.259</td>
<td>-2.396</td>
</tr>
<tr>
<td>(-13.087)</td>
<td>(-10.829)</td>
<td>(-14.290)</td>
<td></td>
</tr>
<tr>
<td>( h_{t-1} )</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>-0.446</td>
<td>-0.723</td>
<td>-0.757</td>
</tr>
<tr>
<td>(-6.628)</td>
<td>(-10.948)</td>
<td>(-13.764)</td>
<td></td>
</tr>
</tbody>
</table>

#### Coint. Relation 2

<table>
<thead>
<tr>
<th>( f_{t-1} )</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_{t-1} - \phi )</td>
<td>-31.232</td>
<td>16.973</td>
<td>16.973</td>
</tr>
<tr>
<td>(-10.638)</td>
<td>(20.040)</td>
<td>(20.040)</td>
<td></td>
</tr>
<tr>
<td>( h_{t-1} )</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>16.973</td>
<td>16.973</td>
<td>16.973</td>
</tr>
<tr>
<td>(20.040)</td>
<td>(20.040)</td>
<td>(20.040)</td>
<td></td>
</tr>
</tbody>
</table>

#### VECM

<table>
<thead>
<tr>
<th>( \Delta f_t ) equation</th>
<th>( \alpha_{11} )</th>
<th>-0.049</th>
<th>-0.087</th>
<th>-0.075</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(-0.604)</td>
<td>(-1.307)</td>
<td>(-1.495)</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{12} )</td>
<td>0.009</td>
<td>(1.243)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta s_t ) equation</td>
<td>( \alpha_{21} )</td>
<td>0.175</td>
<td>0.108</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td>(5.411)</td>
<td>(3.461)</td>
<td>(5.837)</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{22} )</td>
<td>0.008</td>
<td>(2.608)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \Delta h_t ) equation</td>
<td>( \alpha_{31} )</td>
<td>0.775</td>
<td>0.775</td>
<td>0.775</td>
</tr>
<tr>
<td></td>
<td>(2.293)</td>
<td>(2.293)</td>
<td>(2.293)</td>
<td></td>
</tr>
<tr>
<td>( \alpha_{32} )</td>
<td>-0.120</td>
<td>(-3.995)</td>
<td>(-3.995)</td>
<td></td>
</tr>
</tbody>
</table>

#### Diagnostic Tests

| Multivariate q-test (Hosking) | 0.2693 | 0.6559 | 0.0023 |
| Jarque-Bera: | \( \Delta f_t \) | 0.0000 | 0.0000 | 0.0000 |
| | \( \Delta s_t \) | 0.3507 | 0.3625 | 0.8526 |
| | \( \Delta h_t \) | 0.8919 | | |

| Obs. | 74 | 161 | 164 |

Notes: t-statistics for coefficients in parentheses. p-values for diagnostic tests. Coefficients for lagged first differences not reported.
For Model IV, the ECS is only 1.21ºC (Table 7). The estimate of $\phi$ is 31.2 (Table 7), which implies that the top 2000m of the ocean in equilibrium stores 100 times more of the increased heat than does the atmosphere. Using a similar model, Pretis (2015) estimates the ECS at 1.67ºC and $\phi$ as 24.4. The rates of adjustment to equilibrium are all very fast compared to those in the $I(2)$ multicointegrating model. The errors of the radiative forcing equation are non-normal, but the diagnostics are otherwise good. Model V has a somewhat higher ECS and slower adjustment to equilibrium. The residuals have good autocorrelation properties. As expected, the latter is not the case for Model VI as it uses only one lag and the adjustment of surface temperature to equilibrium is a little faster for this final model. Interestingly, $\alpha$ is not as large as past research found (e.g. Kaufmann and Stern, 2002; Kaufmann et al., 2006). We think this is most likely due to improved measures of radiative forcing. We ran Model V on a sample restricted to 1865-1990, which is the period Kaufmann and Stern (2002) use and obtained similar estimates of $\alpha$ as we do here.

These results show the advantages of the $I(2)$ multicointegration model. Adding observed OHC to our $I(1)$ model in fact results in a lower ECS than that estimated by the models that do not include OHC data, This appears to be because the sample is much shorter for Model IV than for Models V and VI. When we ran the latter models using a 1940-2014 sample, we obtained very similar ECS and estimates of $\alpha$ as we did for Model IV. If we had a longer time series for observed OHC, we might obtain better estimates.

5.4. Simulations

We carry out two simulations for each of the six models. One doubles radiative forcing in one year and then lets the model reach equilibrium holding radiative forcing constant. The point of this experiment is to see the adjustment path. The other experiment is a transient experiment where CO$_2$ is increased by 1% a year until it doubles. We then calculate the TCR at the doubling point. As we only investigate the effect of shocks to radiative forcing on temperature, we transform the estimated reduced form VECM into a structural VECM using the Cholesky decomposition with radiative forcing ordered first. We also decouple the radiative forcing equation as our experiments require us to control radiative forcing rather than allow for feedback.

---

Pretis (2015) uses NOAA data on OHC in the top 700m of the ocean, in units of $10^{22}$ joules rather than watt years per square meter, the GISS surface temperature series, and a sample ending in 2011.
For the instant doubling experiment, we apply a shock of $3.708\text{Wm}^{-2}$ to radiative forcing in year 1 of the experiment and hold radiative forcing constant after that.\textsuperscript{19} For the TCR experiment we increase radiative forcing by $0.053\text{Wm}^{-2}$ in year 1 and the following 69 years.

Figure 7 shows the response to instantaneous doubling of CO$_2$ for the various models. The I(2) models show a slow response. For Model II, temperature only increases $0.37^\circ\text{C}$ in the first year and takes 12 years to exceed a $1^\circ\text{C}$ increase, reaches $2^\circ\text{C}$ after 32 years and after 100 years 98% of the adjustment has occurred. By 200 years, adjustment is completed. So, adjustment to equilibrium does happen faster than in physical simulation models such as Li et al. (2013) where the surface equilibrates only after 1200 years, which is not surprising given that we estimated the model with only 165 years of data. On the other hand, our results show the strength of the multicointegration approach in modeling a slow adjustment process with a relatively short sample. Model I adjusts somewhat slower. The I(1) models – Models IV to VI – all reach equilibrium very fast as we would expect from the econometric results - the AR(1) model (VI) is fastest.

**Figure 7. Response to Doubling Carbon Dioxide**

\textsuperscript{19} In both cases, the model is in long-run equilibrium prior to the perturbation.
Table 8 presents the ECS and TCR for each of our models. For the partial efficacy model with Berkeley temperature data the TCR is 1.85°C. This is a bit higher than Richardson et al.’s (2016) estimate and is 66% of the ECS. The TCR has a smaller range than the ECS – there is a tendency for the TCR to be a larger proportion of the ECS for models with lower ECS’s. For the I(1) models (IV to VI) TCR is always more than 90% of ECS, which is a consequence of their fast adjustment to equilibrium.

### Table 8. Climate Sensitivities

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>TCR</th>
<th>ECS</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>I(2) Berkeley, full efficacy</td>
<td>1.49°C</td>
<td>2.17°C</td>
<td>0.68</td>
</tr>
<tr>
<td>Model II</td>
<td>I(2) Berkeley, partial efficacy</td>
<td>1.85 °C</td>
<td>2.80 °C</td>
<td>0.66</td>
</tr>
<tr>
<td>Model III</td>
<td>I(2) HADCRUT, partial efficacy</td>
<td>1.72 °C</td>
<td>2.37 °C</td>
<td>0.73</td>
</tr>
<tr>
<td>Model IV</td>
<td>I(1) Berkeley, with observed OHC, partial efficacy</td>
<td>1.17 °C</td>
<td>1.21 °C</td>
<td>0.97</td>
</tr>
<tr>
<td>Model V</td>
<td>I(1) Berkeley, partial efficacy, 4 lags</td>
<td>1.53 °C</td>
<td>1.65 °C</td>
<td>0.93</td>
</tr>
<tr>
<td>Model VI</td>
<td>I(1) Berkeley, partial efficacy, 1 lag</td>
<td>1.51 °C</td>
<td>1.55 °C</td>
<td>0.98</td>
</tr>
</tbody>
</table>

### 6. Measurement Error

If the original I(1) variables are observed subject to I(0) measurement error, then accumulating these variables into I(2) variables results in I(1) measurement error. We assess how I(1) measurement errors may affect tests for non-cointegration and multicointegration, the cointegrating parameter estimates, and predicted system heat content. In this section, we explicitly model measurement error in forcing and surface temperature by \( f_t^* = f_t + v_t \) and \( s_t^* = s_t + w_t \), where \( f_t \) and \( s_t \) denote the true unobserved values and the I(0) measurement errors are given by \( v_t \) and \( w_t \). Both \( \sum_{i=1}^{\infty} v_i \) and \( \sum_{i=1}^{\infty} w_i \) are then I(1) measurement errors in observing the I(2) variables, which with measurement error are indicated by \( F_t^* \) and \( S_t^* \). We use Monte Carlo simulations to assess the relevance of these I(1) measurement errors for our analysis.

In the case of cointegration between I(1) variables with I(0) measurement error, it is well known that estimates of cointegration parameters remain consistent (Phillips and Durlauf, 1986). Duffy and Hendry (2017) show that if the I(1) variables trend sufficiently, the consequences of even I(1) measurement error may be negligible. Hassler (2007) investigated the effect of I(1) measurement errors on the power of multicointegration tests in a VAR model using a Monte Carlo analysis. He concludes that the power of finding multicointegration is strongly affected by measurement error, but his simulation design relies on Granger and Lee’s (1989) original approach, which does not take the I(2) representation of multicointegration into account.
Because we exploit the I(2) nature of the system and use maximum likelihood estimation, we expect the effect of I(1) measurement error on the inference on multicointegration and estimated cointegrating parameters to be less severe in our analysis. However, predicted system heat content may be contaminated by I(1) measurement error. Predicted system heat content with measurement error is given by

\[
\hat{Q}_t^* = F_t^* - \hat{\lambda}S_t^* + \hat{\beta}_0 t \\
= Q_t + (\lambda - \hat{\lambda})S_t^* + (\hat{\beta}_0 - \beta_0)t + \sum_{i=1}^{t} v_i - \lambda \sum_{i=1}^{t} w_i 
\] (15)

where \(\hat{\lambda}\) and \(\hat{\beta}_0\) are estimates of \(\lambda\) and \(\beta_0\), respectively. If \(\hat{\lambda}\) is still super-super consistent for \(\lambda\) despite the accumulated measurement error, then \((\lambda - \hat{\lambda})\) is \(O_p(T^{-2})\) and hence the effect of \((\lambda - \hat{\lambda})S_t^*\) could be relatively negligible, despite \(S_t^*\) being an I(2) variable. The effect of \((\hat{\beta}_0 - \beta_0)t\) could be similarly negligible. However, the I(1) measurement errors \(\sum_{i=1}^{t} v_i\) and \(\lambda \sum_{i=1}^{t} w_i\) could have stronger effects on estimated system heat content, \(\hat{Q}_t\), which is also an I(1) variable. Duffy and Hendry (2017) suggest that such I(1) measurement errors might be cointegrated, which is likely to occur for cognate time series such as the main series of the National Income Accounts. However, in our case it is unlikely that these measurement errors cointegrate. Error in measuring temperature is unlikely to be related to error in measuring greenhouse gas concentrations, in formulating radiative forcing functions, or in estimating emissions of anthropogenic aerosols. Error in measuring temperature is small, especially in recent decades (Rohde et al., 2013), but error in estimating radiative forcing could be quite large (Myhre et al., 2013). We thus analyze the consequences of these I(1) measurement errors using a data-generating process that is based on our estimated models and empirically motivated strengths of measurement errors.

The data generating process for temperature is based on the estimates of our preferred I(2) VECM (Model II) while radiative forcing is modeled as an exogenous random walk:

\[
\Delta f_t^{(i)} = e_{1t}^{(i)} 
\] (16)

\[
\Delta s_t^{(i)} = 0.015[\bar{\beta} X_{t-1}^{(i)} - \bar{\delta} \Delta X_{t-1}^{(i)}] - 0.002 \Delta \bar{\beta} X_{t-1}^{(i)} + \\
0.060 \Delta f_t^{(i)} + 0.041 \Delta f_{t-1}^{(i)} + 0.045 \Delta s_{t-1}^{(i)} + e_{2t}^{(i)} 
\] (17)
where \(X_t^{(i)} = \left[ f_t^{(i)}, s_t^{(i)}, t \right]' \), \(\Delta X_t^{(i)} = \left[ f_t^{(i)}, s_t^{(i)}, 1 \right]' \), \(\tilde{\beta} = [1, -\lambda, \beta_0]' \), \(\tilde{\delta} = [0, \delta, \gamma]' \) and \(i\) denotes the Monte Carlo iterations. The values of both \(\tilde{\beta}\) and \(\tilde{\delta}\) are taken from Model II in Table 3 and the accumulated variables are obtained by \(X_t^{(i)} = X_{t-1}^{(i)} + x_t^{(i)}\) with \(X_t^{(i)} = \left[ f_t^{(i)}, s_t^{(i)} \right]'\) and \(x_t^{(i)} = x_{t-1}^{(i)} + \Delta x_t^{(i)}\) with \(x_t^{(i)} = \left[ f_t^{(i)}, s_t^{(i)} \right]'\). The remaining parameters and error variances were fitted by estimating (17) by OLS using the data for Model II and taking the estimates of \(\tilde{\beta}\) and \(\tilde{\delta}\) as given. The variance of \(e_{1t}\) is set to the variance of the first difference of observed radiative forcing. This ensures that the signal to noise ratio in the models with measurement error are empirically relevant.

For each iteration, \(i\), we also consider two cases of measurement errors where \(c = 1\) denotes Case 1 and \(c = 2\) denotes Case 2, respectively. The cumulative series with measurement error are computed using

\[
X_{tc}^{(i)} = \sum_{i=1}^{t} \left( x_t^{(i)} + m_{tc}^{(i)} \right)
\]

where \(m_{tc}^{(i)} = \left[ v_{tc}^{(i)}, w_{tc}^{(i)} \right]'\) and \(\nu_{tc}^{(i)} \sim N(0, \sigma^2_c)\) and \(w_{tc}^{(i)} \sim N(0, \sigma^2_{s_c})\). As described in Appendix II, we use the available sources to estimate the likely standard deviations of the measurement errors. For temperature, the mean standard deviation for the full period is 0.038°C. For recent years the standard deviation is 0.022°C. For radiative forcing, the mean standard deviation for the full period is 0.20 Wm\(^{-2}\). For 2014 the standard deviation is 0.5 Wm\(^{-2}\). We use two cases of measurement error in the Monte Carlo simulation to reflect these empirical standard deviations. For Case 1 we set \(\sigma_f = 0.2\) and \(\sigma_s = 0.04\) and for Case 2 we double the measurement errors used in Case 1.

For the generated data without measurement error and for the two cases with measurement error, we estimate I(2) VECM models using the Johansen maximum likelihood procedure with the correct lag lengths \((p = 3)\). We compute the rank test statistics to assess the performance of identifying multicointegration and we then impose the rank restrictions \(r = 1, s_1 = 0, s_2 = 1\) to estimate the cointegrating parameters and the corresponding predicted system heat content. We use a sample size of \(T = 165\) as is the case in our empirical analysis and we run the Monte Carlo simulation with 2000 iterations. Finally, we also run the simulation again for \(T = 1000\)
without considering the two cases of measurement errors to study the asymptotic properties. Results are presented in Tables 9 to 11.

Table 9. Rejection Rates for Rank Tests

<table>
<thead>
<tr>
<th></th>
<th>$r = 0, s_2 = 2, s_1 = 0$</th>
<th>$r = 0, s_2 = 1, s_1 = 1$</th>
<th>$r = 0, s_2 = 0, s_1 = 2$</th>
<th>$r = 1, s_2 = 1, s_1 = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGP (nominal)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.05</td>
</tr>
<tr>
<td>No ME ($T = 165$)</td>
<td>0.9985</td>
<td>0.9985</td>
<td>1</td>
<td>0.1075</td>
</tr>
<tr>
<td>ME Case 1 ($T = 165$)</td>
<td>1</td>
<td>0.997</td>
<td>1</td>
<td>0.134</td>
</tr>
<tr>
<td>ME Case 2 ($T = 165$)</td>
<td>1</td>
<td>0.996</td>
<td>0.9995</td>
<td>0.292</td>
</tr>
</tbody>
</table>

No ME ($T = 1000$)     | 1                         | 1                         | 1                         | 0.0685                    |

Notes: Rejection rates based on critical values reported in Rahbek et al. (1999) using the 0.05 level of statistical significance. ME denotes measurement error.

Table 10. Quantiles of the Trace Test Statistic for the Null of $r = 1, s_2 = 1, s_1 = 0$

<table>
<thead>
<tr>
<th></th>
<th>0.01</th>
<th>0.05</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>No ME ($T = 165$)</td>
<td>28.26</td>
<td>23.16</td>
<td>20.34</td>
</tr>
<tr>
<td>ME Case 1 ($T = 165$)</td>
<td>29.05</td>
<td>23.83</td>
<td>21.23</td>
</tr>
<tr>
<td>ME Case 2 ($T = 165$)</td>
<td>36.82</td>
<td>29.26</td>
<td>26.38</td>
</tr>
<tr>
<td>No ME ($T = 1000$)</td>
<td>25.03</td>
<td>21.03</td>
<td>18.41</td>
</tr>
<tr>
<td>Rahbek et al. (1999)</td>
<td>24.40</td>
<td>20.02</td>
<td>17.91</td>
</tr>
</tbody>
</table>

Notes: ME denotes measurement error.

Table 11. Cointegrating Parameter Estimates

<table>
<thead>
<tr>
<th></th>
<th>$-\lambda$</th>
<th>$\beta_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
</tr>
<tr>
<td>DGP</td>
<td>-1.326</td>
<td>-0.399</td>
</tr>
<tr>
<td>No ME ($T = 165$)</td>
<td>-1.343</td>
<td>0.132</td>
</tr>
<tr>
<td>ME Case 1 ($T = 165$)</td>
<td>-1.341</td>
<td>0.165</td>
</tr>
<tr>
<td>ME Case 2 ($T = 165$)</td>
<td>-1.341</td>
<td>0.356</td>
</tr>
<tr>
<td>No ME ($T = 1000$)</td>
<td>-1.326</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Notes: ME denotes measurement error. Mean and SD denote the mean and standard deviation of the estimated parameters obtained in the Monte Carlo simulation.

First, we analyze the rejection rates for the rank test to assess to what extent testing for multicointegration is affected by measurement errors. The first three columns of Table 9 present the frequency of rejecting the incorrect null hypothesis of non-cointegration. Despite measurement error, the rejection rate is always close to 1. Therefore, empirically relevant I(1) measurement errors do not affect the power of tests of the null of non-cointegration for a DGP that mimics our empirical model. For the fourth column of Table 9, the null hypothesis is true...
and so the rejection rate is the size of the test. For \( T = 165 \), the rejection rate is 0.11 in the absence of measurement error and only slightly increases with measurement error (Case 1). For larger measurement errors (Case 2) the rejection rate increases to 0.29. For \( T = 1000 \), the rejection rate approaches the nominal level.

Moreover, Table 10 gives the quantiles of the trace test statistics as found in our simulation and compares them to the asymptotic results given by Rahbek et al. (1999). Our simulation with \( T = 1000 \) without measurement error shows that the distribution of trace test statistics does approach the asymptotic distribution, but in our smaller samples, especially in the presence of measurement error, the critical values can become substantially larger. These simulated values were used in combination with the roots of the companion matrix for inference on multicointegration in Section 5.

Second, we assess how measurement errors affect the cointegrating parameter estimates. The means of the estimated cointegrating parameters (Table 11) are slightly biased upwards in absolute value for \( T = 165 \), with and without measurement error, but are estimated consistently as indicated by the results for \( T = 1000 \). The standard deviations of the parameters obtained in the simulation increase with the standard deviation of the measurement error.

Finally, we assess how predicted system heat content is affected by measurement error. For this we calculate \( D_{tc}^{(i)} = \hat{Q}_{tc}^{(i)} - \hat{Q}_{tc}^{*(i)} \) for all \( i \) and \( t \). Figure 8 plots quantiles of \( D_{t1} \) for each year \( t \). As expected from the accuracy of the simulated cointegrating parameters, the median difference is close to zero. In 2014, the 0.68 interval extends to roughly \(+/- 5\times10^{22} \) joules, while the 0.95 interval extends to about \(+/- 15\times10^{22} \). For comparison, we estimate that system heat content increased by \( 72\times10^{22} \) joules over the period. Obviously, measurement error can affect estimated heat content but would not greatly change conclusions about the direction or rate of increase. In Section 5.1 we also tested for cointegration between estimated system heat content, \( \hat{Q}_t \), and observed ocean heat content. We found there (Table 4) that we can reject the null of non-cointegration suggesting that contamination of our estimate by spurious I(2) and I(1) trends is not very important. Therefore, in practice measurement error does not seem to strongly affect our findings.

\(^{20}\) For \( D_{t2} \), the 0.68 (0.95) interval extends a little further by \(+/- 9 \) (-25 to 29) in 2014.
7. Conclusions and Implications

We have shown how the concept of multicointegration can be used to impose energy balance on a simple time-series model of global climate change. Despite only using 165 years of data in our estimation, equilibrium in response to a doubling of carbon dioxide is not reached for two centuries. Despite not using any data on OHC our predictions of OHC match well those from an energy balance model and the available observations. Our estimates of the ECS and TCR are close to the consensus in the scientific literature. Our 66% confidence interval for the ECS of 2.25 °C to 3.69°C is narrower than the IPCC’s estimate of 1.5 °C to 4.5 °C. These results contrast strongly with those produced using I(1) cointegration models that ignore heat storage in the ocean. An I(1) model that includes observed OHC did not perform any better than the other I(1) models, but this may be due to the very short sample available. Our results empirically verify the consensus in the climate science community on the likely impact of anthropogenic forcing on the climate. We think that we strengthen that consensus by using different methods than have been applied before to come to the same conclusion.
According to our model, the hiatus in surface warming that occurred between 1998 and 2014 can largely, but not entirely, be attributed to increased heat uptake. This contrasts with the period of flat global temperatures in the 1950s and 1960s, where radiative forcing grew slowly due to increasing anthropogenic sulfur emissions and several volcanic eruptions but heat uptake was low. The residuals in the surface temperature equation for Model II were negative in the period 2010-2014, averaging just under minus one standard deviation. Therefore, reversion to the mean would result in a jump in temperatures in 2015-2017 as actually occurred. The record high temperature of 0.80ºC in 2015 can be explained by a half a standard deviation positive residual in the temperature equation. On the other hand, 2016’s 0.95 ºC would have been an almost two standard deviation positive residual. Therefore, slightly lower temperatures are likely in the next few years.
Appendix I: Data Sources and Construction

Raw data

All data series were collected as annual data for 1850 to 2014 unless otherwise stated.

Temperature: We used two different temperature data series:

Berkeley Earth (Rohde et al., 2013):

http://berkeleyearth.org/data/

HadCrut 4.0, using combined land (CRUTEM4) and marine (SST anomalies from HadSST3) temperature anomalies (Morice et al., 2012):


Ocean heat: We use data provided by Lijing Cheng for the top 700m and top 2000m of the ocean based on the data presented in Cheng et al. (2017). We also use Marvel et al.’s (2016) simulated OHC data for 1850 to 2005 (All forcings ensemble mean).

GHG concentrations: We use data for atmospheric greenhouse gas concentrations collated by Meinshausen et al. (2016):

http://www.climate-energy-college.net/cmip6

The computation of radiative forcing is described further below in this Appendix.

Aerosols: Data on emissions of sulfur dioxide and black and organic carbon 2014 were produced by the Community Emissions Data System (CEDS) Project (http://www.globalchange.umd.edu/ceds/) and were provided to us prior to publication by Stephen Smith. Ozone and stratospheric aerosols data are from Miller et al. (2014) (https://data.giss.nasa.gov/modelforce/Fi_Miller_et_al14 upd.txt). We assume that values for 2013-2014 are the same as for 2012.

Solar Irradiance:

We use the NOAA Climate Data Record (CDR) of Total Solar Irradiance (TSI), NRLTSI Version 2 (Coddington et al., 2015) ftp://data.ncdc.noaa.gov/cdr/solar-irradiance/tsi/
Computing Radiative Forcing

We obtain radiative forcing as follows:

**Well-mixed greenhouse gases**: We apply the formulae from Table 6.2 in Ramaswamy et al. (2001) with the base year of 1850.

**Solar irradiance**: We multiply the irradiance by 0.175 as in Figure 2.5 in Shine et al. (1990) after subtracting the irradiance in 1850.

**Tropospheric sulfate aerosol**: Direct forcing is given by:

\[ R_{dt} = -0.4h_t S_t / S_{2011} \]

where \( S \) is annual anthropogenic sulfur emissions in Tg S and \( h \) is the stack height term (Wigley and Raper, 1992). The estimated radiative forcing in 2011 is taken from Table 8.4 in Myhre et al. (2013). For indirect forcing, we apply a modification of the formula in Wigley and Raper (1992):

\[ R_{lt} = -0.45 \ln \left( 1 + \frac{h_t S_t}{19} \right) / \ln \left( 1 + \frac{h_t S_{2011}}{19} \right) \]

The natural burden is assumed to be 19Tg S (Boucher and Pham, 2002). The assumed forcing in 2011 is taken from Table 8.6 in Myhre et al. (2013).

**Black carbon**: We assume the forcing is linear: \( R_t = 0.44B_t / B_{2011} \), where \( B \) is emissions of black carbon and set the assumed forcing in 2011 based on Tables 8.4 and 8.6 in Myhre et al. (2013). This forcing includes both the absorption of heat by airborne black carbon (0.4Wm\(^{-2}\) in 2011) and the forcing due to reducing the albedo of snow (0.04Wm\(^{-2}\) in 2011).

**Organic carbon**: We assume the forcing is linear: \( R_t = -0.09O_t / O_{2011} \), where \( O \) is emissions of organic carbon and set the assumed forcing in 2011 based on Table 8.4 in Myhre et al. (2013).

**Ozone**: We use data from Miller et al. (2014).

**Stratospheric sulfate aerosol**: We use data from Miller et al. (2014).
Appendix II: Measurement Error

The Berkeley temperature data set provides estimates of the uncertainty (Rohde et al., 2013) that can be translated into the standard deviation of the measurement error. For the full period the mean standard deviation is 0.038°C. For recent years the standard deviation is 0.022°C. For radiative forcing, we use our radiative forcing data and the information on uncertainties in Table 8.6 and Figure 8.17 of Chapter 8 of the IPCC 5th Assessment Report (Myhre et al., 2013). These give a +/- 45% confidence interval in percentage terms. We convert this to a standard deviation by dividing the percentage given by 1.65. We then multiply this percentage by the mean of each forcing in our sample to obtain a standard deviation in radiative forcing units and compute the standard deviation for total forcing making the simplifying assumption of zero covariance between each uncertainty. For the sample mean radiative forcing of the 1850 to 2014 period, the standard deviation is 0.20 Wm$^{-2}$. For 2014 the standard deviation is 0.5 Wm$^{-2}$.
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