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Abstract We investigate the decision of experimental subjects to incur the risk of

revealing personal private information to other participants. We do so by using a novel

method to generate personal information that reliably induces privacy concerns in the

laboratory. We show that individual decisions to incur privacy risk are correlated with

decisions to incur monetary risk. We find that partially depriving subjects of control

over the revelation of their personal information does not lead them to lose interest

in protecting it. We also find that making subjects think of privacy decisions after

financial decisions reduces their aversion to privacy risk. Finally, surveyed attitude to

privacy and explicit willingness to pay or to accept payment for personal information

correlate well with willingness to incur privacy risk. Having shown that privacy loss can

be assimilated to a monetary loss, we compare decisions to incur risk in privacy lotteries

with risk attitude in monetary lotteries to derive estimates of the implicit monetary

value of privacy. The average implicit monetary value of privacy is about equal to the

average willingness to pay to protect private information, but the two measures do not

correlate at the individual level. We conclude by underlining the need to know individual

attitudes to risk to properly evaluate individual attitudes to privacy as such.

Keywords privacy · disclosure · risk · control · personal information · experiment

JEL Classifications C91 · D81 · O30

The authors thank Marco Tecilla for technical assistance, Luigi Mittone, Matteo Ploner, Michele Vescovi,
Michele Caraviello, Lorenzo Cordin, Alessandro Acquisti, Caterina Giannetti, Alex Imas, Gerhard
Riener and other colleagues and faculty members for valuable comments and feedback that helped
us to improve the manuscript. Funding for the doctoral scholarship of Alisa Frik is supported by a
fellowship from TIM - Telecom Italia.

Alisa Frik
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1 INTRODUCTION

The inspiration for this paper comes from our dissatisfaction with the currently estab-

lished methods for assessing the value of privacy. The most popular methods include

1) experiments asking participants for their willingness to pay (WTP) to avoid getting

private information revealed to others (alternatively, willingness to accept (WTA) pay-

ment to reveal their information), 2) surveys asking respondents for their feelings about

a range of possible scenarios involving privacy, and for information about the way they

handle various privacy concerns. While indeed suitable for a variety of applications,

those methods suffer from two main weaknesses: 1) they are not incentivized (surveys)

and 2) they do not correspond to the type of decisions that most people face when

thinking about privacy (WTP and WTA experiments). Indeed, it rarely happens in real

life to get offered payment for private information or to be asked to pay for informa-

tion protection from a well identified, immediate and certain threat. Most of the time

instead, people have to decide how much to invest to protect their information from a

non-specific threat that may or may not be realized in the future and that has uncertain

consequences. This means that actual privacy decisions are motivated by a mix of risk

aversion and a desire to protect private information. We propose to disentangle those

two aspects.

We make three main contributions in this paper:

1. We offer a new method to generate a privacy concern in the laboratory. We ask our

subjects to fill a questionnaire about their opinions on a set of controversial, sensi-

tive and socially relevant topics. This method overcomes the disadvantages of other

methods used in privacy-related lab experiments, such as measuring and disclosing

intelligence test scores, which create a dichotomous division between bad and good

types and also suffer from an overconfidence bias. By covering multiple contexts, our

questionnaire makes it very likely that at least one issue will be sensitive for an in-

dividual and, hence, induce a privacy concern for that individual. Our method does

not require that individuals tell the truth about their own opinion. While eliciting

information that is sensitive in the laboratory context, the personal information we

obtained cannot be misused to damage the subjects materially, which helps overcome

legal constraints in the collection, storage, and use of personal information.

2. We test the analogy between standard financial risk attitudes and attitudes to pri-

vacy risk in a laboratory setting. We measure privacy attitudes in a context of risk

by letting participants decide whether to take part in privacy lotteries, where the loss

is a loss of privacy. Namely, we offer participants the option to play privacy lotteries

that result in personal information disclosure with a certain probability. We compare

decisions in such lotteries with decisions to incur risk in lotteries involving monetary

outcomes. We find that attitudes to privacy risk correlate with attitudes to financial

risk, as the best predictor for decisions in privacy lotteries is attitude to financial

risk. We test this result for robustness by introducing the risk of a privacy shock in

one treatment – there might be personal information disclosure regardless of the in-
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dividual’s effort to protect it. This does not alter choices in privacy lotteries. We also

test this result for an order effect, and find that subjects lose interest in protecting

their privacy if preferences in privacy lotteries are elicited after the monetary ones.

3. Based on those findings, we offer a novel methodology of implicit elicitation of equiv-

alent monetary values for one’s personal information by comparing choices in mon-

etary and in privacy lotteries. Our two-step indirect elicitation method allows us to

obtain implicit monetary values for privacy, corrected for risk preferences in so far

as those influence the decision to incur privacy risk. Our method can be applied for

any type of private information; it is not limited to the particular type of personal

information about opinion on sensitive social topics that we used in our experiment.

Indeed, the loss of privacy can be in the financial domain, about health, about one’s

social network, etc.... Moreover, this method is not limited to the exposure of subjects

to a risk of personal information revelation but may be applied to a range of other

risks, such as unauthorized sharing with third parties, use of contact details for un-

solicited marketing purposes, exposure to fraudulent activity, etc. We argue that our

method is more suitable than direct and explicit valuation methods for the purpose

of accurately evaluating and comparing the perceived dis-utility of privacy risk in

various domains, especially when direct elicitation is not feasible or may undermine

the validity of the study.

The paper is organized as follows: section 2 reviews related literature and presents our

hypotheses; section 3 describes the experimental design and methodology; section 4 pro-

vides an analysis of the data and tests of the hypotheses; section 5 provides a discussion

and robustness check of our results; section 6 describes our method of estimation of

monetary value for privacy; and section 7 summarizes our findings and concludes.

2 RELATED WORK AND HYPOTHESES

With the more widespread use of the Internet for a wider range of daily activities, the

interest in privacy issues has spread beyond a personal concern, raising a debate about

privacy issues from economic, legislative, technological and policy perspectives.

The empirical validation of privacy models, and further elaboration of policies and

solutions in terms of regulation, protection, exchange and use of personal information

raise a serious measurement challenge: what value does personal information have, to

whom, and under what conditions? Two main approaches that researchers took to in-

vestigate these issues are surveys and experiments.

A Jupiter Research survey (Leathern, 2002) reported that 36% of US respondents

would allow tracking of their Internet activities for a US$5 discounts. A similar fraction

of European respondents agreed to trade their e-mail addresses for money or a chance

to win a prize (Symantec, 2015). However, another survey found that 91% of Americans

disagree with the statement that ”If companies give me a discount, it is a fair exchange

for them to collect information about me without my knowing” (Turow et al., 2015, p.
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3). Although numerous surveys report high privacy concerns in the general population

of both the U.S. and Europe (see Turow et al., 2015; Madden and Rainie, 2015; Euro-

barometer, 2015), the hypothetical questions in surveys and the complexity of privacy

attitudes make it difficult for the researchers to quantify the preferences of participants

and predict their behavior. Acquisti et al. (2016) remark that stated preferences usu-

ally differ from observed behavior and suggest that privacy attitudes are idiosyncratic,

subjective, context-dependent, and dynamic, i.e. change over time (see also John et al.,

2011).

In order to address issues in quantifying privacy preferences and to estimate the

value people assign to their personal information, researchers have turned to experi-

mental and empirical methods. A field experiment of Beresford et al. (2012) elicited an

average willingness to accept 1 Euro in discounts in order to provide date of birth and

monthly income to an online DVD store. Gideon et al. (2006); Tsai et al. (2011); Egel-

man et al. (2013) demonstrated that some customers were willing to pay a premium to

purchase from privacy protective websites, while Hann et al. (2007) found that “among

U.S. subjects, protection against errors, improper access, and secondary use of personal

information is worth between US$30.49 and US$44.62” (p. 29). Anecdotal evidence in

Grossklags and Acquisti (2007) suggests that people accept even small rewards of 25

cents to sell their personal information, but are not ready to spend the same amount for

its protection. Huberman et al. (2005), using experimental auctions, found a correlation

between trait’s desirability and bid for protection from revelation of information about

this trait. For instance, they showed that young people were more likely to reveal their

age than the older population (on average, for US$3.62 and US$18.05, respectively).

Similarly, the higher is the perceived discrepancy between one’s own and the average

weight of other subjects, the lower is the willingness to reveal the information about

one’s weight. Benndorf et al. (2014) elicit a willingness to sell contact details for 15 Euro

and Facebook data for 19 Euro in their incentivized experiment using a DBM mecha-

nism. 10 to 20% of their participants did not want to sell personal information for any

price. As one can see even from the limited sample of findings presented above, privacy

preferences differ dramatically across individuals and studies.

All those studies ask people directly for their willingness to sell or protect informa-

tion. However, Wilson and Brekke (1994) claim that explicit measurements may limit the

motivation, opportunity, and ability of people to retrieve, translate and report mental

contents. Sometimes such contents are even not accessible to introspection. Moreover,

subjects are more inclined towards extreme values in explicit measures than in implicit

measures (Schwarz, 1999). In contrast, implicit measures provide an assessment of men-

tal content without intentional deliberate processing and awareness about the relation

between derived response and mental content (Nosek and Greenwald, 2009), and there-

fore, avoid limitations typical for self-reported estimations (Nosek et al., 2011). Empirical

studies showed that neither of the measuring techniques is “truer” than another (Ba-

naji et al., 2004), and that both explicit and implicit measures may have a stronger or

weaker predictive power in various domains (Nosek et al., 2011). Therefore, in our study
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we develop a new, implicit measurements of personal information (dis)utility but we also

elicit the same measurements as previous studies for comparison (e.g., Westin’s Privacy

Index, WTA/WTP, general privacy concern). We do not claim to find an absolute value

for privacy, but offer a novel experimental approach of eliciting behavior in an incentive

compatible way that can be applied in various domains for a better understanding of

individuals’ preferences.

To the best of our knowledge, our experiment is the first attempt to test the relation

between risk and privacy attitudes in a laboratory setting. Dinev and Hart (2006) found

that privacy risks and concerns are closely and positively related. Our first hypothesis

is that decisions to protect personal information will be correlated with attitude to risk;

participants who are risk-averse in monetary lotteries will also be risk-averse in privacy

lotteries.

Hypothesis 1: The willingness to protect personal information from the risk of

revelation will increase with aversion to the risk of a monetary loss.

We will test this hypothesis by checking if there is a correlation between the willing-

ness to protect personal information elicited in privacy lotteries and the risk tolerance

level elicited in monetary lotteries. We will test this result for robustness by running a

treatment with an unavoidable risk of privacy shock – under the assumption that losing

control on the decision to take a privacy risk changes attitudes to that risk. We will

also check if the order of elicitation (first monetary risk then privacy risk vs. vice versa)

primes our subject to think of privacy like a monetary good.

Our second hypothesis is that direct valuation methods and privacy attitudes elicited

in surveys will correlate with the willingness to incur a privacy risk.

Hypothesis 2: The willingness to protect personal information from the risk of

revelation will increase with WTA/WTP for privacy protection and will correlate with

survey measures of privacy attitudes.

If the above hypotheses are verified, then we will feel justified in deriving an implicit

monetary value of privacy by comparing decisions in monetary and privacy lotteries. We

will compare this indirect elicited implicit value of privacy, as derived from decisions in

our experiment, with directly elicited explicit values of privacy.

3 EXPERIMENTAL DESIGN

Subjects were asked to make a sequence of binary choices between safe and risky options.

Subjects faced two types of lotteries: monetary lotteries that imply changes in monetary

outcome; and privacy lotteries that imply the disclosure of personal information.

3.1 Personal information

In order to create privacy concern, we combine different sources of data (that we will col-

lectively refer to as personal information): standard personal information and personal
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information that was elicited in the lab. Our standard privacy items were the name and

surname of participants. Those remained unknown to others unless the outcome of the

experiment was such that the subject had to reveal them at the very end of the exper-

iment. We also took photos of each subject upon arrival in the laboratory. Combined

together, those pieces of data can be classified as personally identifiable information ac-

cording to McCallister (2010). Moreover, from full name and photo one could potentially

infer additional information, e.g., gender, age, ethnicity, and sometimes even religious

views and health issues (for example, myopia due to the use of eyeglasses).

Our source of private information consisted of answers to a questionnaire (appendix

D), with 14 questions about opinion on potentially sensitive or socially relevant topics,

such as abortion, illegal immigration, and appropriate methods of birth contraception.

This questionnaire was filled in before subjects received instructions about the experi-

ment (appendix F). This personal information was then put under the risk of disclosure

in the laboratory experiment.

There is no right or wrong answer in such a survey, and opinions create a “personal

image”, potentially exposing differences in opinion among the subjects.1 The psycholog-

ical literature states that the fear of being isolated from other people imposes a psycho-

logical cost on subjects expressing unpopular opinion (see Noelle-Neumann, 1974; Kim,

1999; Clemente and Roulet, 2015).2 Behaviors and opinions that deviate from group’s

norms and expectations are also more likely to be ridiculed or even punished by the

group (Griskevicius et al., 2006; Janes and Olson, 2000; Kruglanski and Webster, 1991).

As the summary of responses was revealed only in the end of the experiment, uncer-

tainty about the answers of other participants increased the psychological discomfort of

expressing an opinion. There was no way to escape the possibility that one’s expressed

opinion will conflict with the opinion of a portion of other participants, and this did not

depend on whether one’s expressed opinion corresponds to one’s truthfully held opinion.

Moreover, since questionnaire questions were presented in the form of multiple choice

options rather than open questions, participants did not have opportunity to explain or

defend their positions.3 Therefore, no matter whether the subject answered truthfully

or not, the risk of public revelation of the opinions together with name, surname and

photo is expected to cause privacy concern.

There are a few other experimental studies that synthetically produce personal infor-

mation for the purpose of investigating privacy attitudes. Rivenbark (2012) used a public

good game to endogenously generate valuable private information for further elicitation

1 Even if a participant did not report a truthful answer, he sent a signal about his type that would
contradict the position of people from an opposite group. Intra-class correlation coefficient among
answers on preliminary questionnaire equal to 0.56, proving that we managed to achieve this goal with
a good level of nonconformity among participants, in the sense that a large proportion of subjects
expressed opinions that differed from others. See shares of answers to the preliminary questionnaire,
mean and standard deviation in appendix D.

2 Nonetheless, nonconformity could appear advantageous in certain circumstances, e.g., if subjects
attempt to emphasize their uniqueness or individuality (see Argyle, 1957; Hollander, 1958; Maslach
et al., 1985; Snyder and Fromkin, 2012, etc.).

3 Indeed, during the experiment several participants raised the question about such a possibility and
expressed concern about absence of such.
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of values and beliefs. Grossklags and Acquisti (2007) used quiz performance to estimate

willingness to sell or protect personal information. Feri et al. (2016) created sensitive

information via a logic test score connected to the real name of the participant. The

personal information we elicit in the lab is less artificial and more broadly relevant than

the synthetic information generated in those experiments. Our method overcomes the

disadvantages of using intelligence test scores, which create a dichotomous division be-

tween bad and good types and are affected by an overconfidence bias (Griffin and Varey,

1996; Wallsten, 1996), whereby people have a tendency to believe that they belong to

a group with a test score above median. Moreover, our questionnaire covers multiple

contexts, thus increasing the probability of capturing an issue that is sensitive for an

individual and, hence, of inducing a privacy concern without falling into issues with

truth-telling. While eliciting information that is sensitive in the laboratory context, the

personal information we obtained cannot be misused to damage the subjects materially,

which helps overcome legal constraints in the collection, storage, and use of personal

information.

3.2 Elicitation method

We elicited risk attitude by asking subjects to make choices between gambles in a vari-

ation of multiple price list (MPL) designs that are commonly used in experimental

economics. MPLs are easy to understand for participants and are incentive compatible

(Miller et al., 1969; Holt and Laury, 2002; Harrison and Rutström, 2008; Andersen et al.,

2006). Subjects were offered 8 lists, each requiring 11 decisions between two options: safe

options and risky lotteries (fig. 1). Subjects were asked to indicate the option they pre-

ferred to play for every row. The order of MPL menus within each task was randomized

across participants.
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Fig. 1: Screenshot of one of the MPL menus in the privacy task

The option A offered a safe payoff x, while option B offered an outcome y, which was

decreased by c with probability 1−p in monetary tasks. In privacy tasks, outcome y came

with a probability 1 − p of having to disclose private information. We varied option B

across tables, while safe payoffs x in option A was lowered from the top row to the bottom

row. According to Maier and Rüger (2010), keeping the probabilities fixed and varying

only the outcomes helps to avoid the issue of probability weighting, assumed in standard

parametric prospect theory (Tversky and Kahneman, 1992). Moreover, comparison of

numeric outcomes is easier for participants than comparison of event probability. We

set p = 70% (so the probability of a loss of money or of privacy disclosure equals 30%)

because while 50/50 chance is more neutral and rather suitable for monetary lotteries,

a 50% probability of personal information disclosure is too high with respect to what

may be consistent with real world probabilities of privacy breaches. However, setting

p higher would lead us into a domain of probabilities that are difficult for subjects to

grasp intuitively.

Monetary lotteries: In the monetary task we presented to subjects menus of

choices between safe payoffs x and lottery L, while varying payoff y and the loss c.

c was either a loss of 10 ECU, 30 ECU, or 50 ECU (c = 10, 30 or 50), or a gain of 30

ECU (c = −30). Payoffs x varied from slightly above y to slightly above y − c if c was
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a loss, and from y − c to y if c was a gain. Appendix H.1 shows MPL menus as they

were presented to the subjects. We varied losses and gains to be able to condition our

measure of risk aversion for a subject to the level of loss he is facing. This is because

we do not know in advance what value a subject attaches to privacy, and we therefore

need to consider risk aversion for a range of possible values.

Privacy lotteries: In the privacy task, we showed to the subjects the same menus

of choices as in monetary lotteries, except that we replaced monetary loss c with an

obligation to reveal private information. That is, in the risky options, subjects got y

ECU, but with probability 1− p their personal information was disclosed to other par-

ticipants in the lab. Values of x, y, and p were the same as in monetary task (see the

corresponding MPL menus in appendix H.2).

The proposed risk elicitation technique is not limited to the type of data used in

our experiment and can be easily adapted and applied to other kinds of personal in-

formation. For example, privacy lotteries could also imply revelation of financial and

health information or of information from social network accounts. Our method allows

the measurement of the (dis)utility of privacy risk in various domains.

3.3 Treatments

We designed two conditions to check robustness to an order effect: in the first, the

privacy lotteries appeared prior to the monetary lotteries; in the second, the monetary

lotteries appeared before the privacy lotteries. We also ran two treatments to test the

effect of control deprivation: in the basic treatment the outcome of the experiment

depends solely on the choice of the participants, providing them with full control over

their personal information; in the shock treatment participants faced a risk of privacy

shock, i.e. probability of revelation of their personal information independently from the

choices in the experiment. We discuss those treatments in section 6.

We thus have a 2×2 treatment design (basic vs. shock, and privacy first vs. monetary

first). Subjects were assigned to each of the four groups at random. Treatments were

implemented as between-subject, so that each participant faced either a situation where

the risk of privacy shock was present or absent and either the monetary or the privacy

task appeared first. Within-subject analysis allows comparison between the choices of

every participant across the two tasks (monetary and privacy lotteries).

3.4 Procedure

The experiment was conducted in the Cognitive and Experimental Economics Labora-

tory between May, 4th and June, 8th 2015. A total of 148 subjects were recruited for

8 experimental sessions, in groups of 15-21 participants per one-hour session, among

undergraduate students at the University of Trento, Italy. Appendix C summarizes the



10 Alisa Frik, Alexia Gaudeul

demographic characteristics4. On average subjects obtained 8.83 Euro per person, in-

cluding a 3.00 Euro participation fee.

When invited to participate, our subjects were not told that the scope of the study

was related to privacy. However, they were given an opportunity to decline participation

in the experiment after reading instructions for the experiment and the questions of our

preliminary opinion questionnaire. The payment of show-up fee was guaranteed inde-

pendently on that decision. Thus, we controlled for self-selection related to reluctance

to respond to the questionnaire or jeopardize privacy. All invited subjects decided to go

through with the experiment.

To improve the clarity of decision consequences, we employed the prior incentive

system (PRINCE) (Johnson et al., 2015). Instead of picking one of the decisions for

payment only at the end of the experiment, we distributed closed envelopes with a

description of the real choice situation that will determining an individual’s payoff before

the experiment started.5 This system makes it more obvious to the participants that

any situation might be relevant for them, and which decision is relevant depends on the

chance that has already realized at the moment they picked an envelope. Therefore, it

was more obvious to participants that they have to consider each decision they make as

potentially payoff-relevant. Johnson et al. (2015) claims that PRINCE system improves

understanding that the payoff-relevant decision is chosen at random, and gives better

reassurance that this is true randomization, i.e. that the experimenter is not deceitful.

This also makes isolation of each decision “maximally salient” (p. 3) and makes the issue

of hedging across decisions (Holt, 1986) less important.

We introduced the risk of privacy shock in the shock treatment by adding 24 en-

velopes that determined the payoff independently from the choices made in the exper-

iment. Thus, with 21% probability subject would pick up an envelope, which implies

sure payoff of 35, 55, 65 or 75 ECU and revelation of personal information, no matter

which choice they had made in the tables.6

After subjects picked at random an envelope, they entered the laboratory and took

their randomly assigned seat. After completion of the preliminary questionnaire subjects

read the instructions for the first part of the experiment. Once all participants answered

correctly to the control questions (appendix G) they proceeded to the first task of

the experiment. After participants finished the first task, they read instructions for

the second part of the experiment. Upon completion of the second task participants

answered a final questionnaire (appendix E) about the experiment, basic demographic

information, attitudes towards privacy, WTA and WTP for personal information, risk,

self-disclosure, fairness, and trust.

4 The demographic characteristics were similar across all sessions.
5 Decision-makers find it easier to condition on the events determined in the past rather than in the

future (see Keren, 1991; Shafir and Tversky, 1992; Cubitt et al., 1998; Hey and Lee, 2005; Bardsley,
2010).

6 Note, that our design avoids an issue of compound lottery. Since subject picks an envelope at
random before the experiment, the presence of privacy shock is determined by the state of the nature.
Thus, the only risky decision a subject is free to make is to choose option B in MPL menus instead of
safe option A.
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At the end of each session subjects came one-by-one to the experimenter’s table and

opened their envelopes. The situations described in the envelope were implemented. In

the situations, where personal information had to be disclosed to other participants, the

subjects stood in front of the audience in the lab, experimenter verified his name and

surname from the ID card and announced it aloud. Other participants saw on the screen

the personal photo and the answers that subject gave in the preliminary questionnaire.

To emphasize the inequality aspect mentioned in section 3.1, we presented the summary

of the answers to the preliminary questionnaire in a form of comparison with the fraction

of participants who answered in a different way, e.g., “John Smith agrees that it is

morally justified to abort after discovering serious disability in the fetus, while 93% of

other participants does not agree”.

We now proceed to the description and analysis of the experimental results.

4 RESULTS

In total our data set is made out 88 binary choices made by 148 individuals. In 95.86%

of cases participants switched from the safe to the risky option in a MPL table only

once.7 They thus demonstrated monotonic preferences across lotteries.

4.1 Risk preferences

For our measurements of risk attitude, we calculate the rate of return (“ror”) required

by each subject to take the lottery. A subject who is indifferent between safe payoff x

and monetary lottery L = (y, 1− p; y − c, p) requires a rate of return of:

ror =
y · p+ (y − c) · (1− p)− x

x
(1)

Expressed another way, x · (1 + ror) = y · p+ (y − c) · (1− p).

We use the midpoint of the interval in which a subject switches between the safe

and the risky option as our measurement of x, the certainty equivalent of L. Adopting

the idea that back-and-forth switching behavior could be the result of indifference (see

Andersen et al., 2006; Harrison et al., 2012; Charness et al., 2013), we use the mean value

between the lower bound of the first switch and the upper bound of the last switch in

MPL table as our estimate of x in cases where subjects switched more than once.

Table 1 shows that with our choice of monetary lotteries, we are able to obtain an

estimate of the risk premium even for very high or low values of ror. If a subject never

switched in a table then we consider the level of ror to be unobserved for that subject

in that table. If a subject never chose to play a lottery in any table for any value of the

safe alternative then we consider this subject to be infinitely risk-averse. If a subject

always chose the lottery rather than any safe option then we consider this subject to be

infinitely risk-loving.

7 This is consistent with proportions of 93.4-94.5% observed by Holt and Laury (2002).
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Table 1: Interval estimation of ror across MPL tables.

MPL table Range of Lottery option Elicitation interval
safe outcomes (in ECU) for ror

1 46 - 56 Get 55, but Pr=.3 to lose 10 −7% < ror < 13%
2 38 - 68 Get 65, but Pr=.3 to lose 30 −18% < ror < 47%
3 30 - 80 Get 75, but Pr=.3 to lose 50 −25% < ror < 100%
4 35 - 65 Get 30, but Pr=.3 to gain 30 −32% < ror < 26%

We compute ror, the average ror by individual. On average, the level of ror was 11%.

We find that 127 subjects (86% of the total) were risk averse (ror > 1%), 16 subjects

(11% of the total) were risk seeking (ror < −1%), and 5 subjects (3% of the total) were

risk neutral (ror ∈ [−1%, 1%]). Of the risk averse subjects, 3 subjects (2% of the total)

never took any risk (ror > 100%). We did not observe any subject always taking a risk

(ror < −32%).

Those results are consistent with Holt and Laury (2002), which find that about two-

thirds of the subjects in their experiments were risk averse when all prizes are below

US$4.00. They note that risk aversion increases when payoffs are scaled up. This explains

our higher proportion of risk-averse subjects since the highest possible outcome was 8

Euro in our experiment (plus 3 Euro as show-up fee). We will discuss the dependence

of ror on the magnitude of the loss c in the lottery in section 7.

4.2 Privacy preferences

We compute an index of attitude to privacy r isk (“IAPR”) defined as the value that

equates the certainty equivalent x of the lottery and the expected value of the lottery,

y ·p+(y− IAPR) · (1−p), whereby the value of privacy is IAPR. The IAPR is therefore

an implicit monetary measure of the (dis)utility of privacy risk:

IAPR =
y − x

1− p
(2)

This value represents the equivalent in monetary terms of the risk of a “loss of privacy”

(i.e. personal information disclosure). Positive value of the IAPR can be translated into

a dis-utility of the risk of personal information disclosure, while negative value of the

IAPR can be attributed to the utility of the risk of personal information disclosure

(“privacy exhibitionism”). We draw the reader’s attention to the fact that the IAPR is

not a monetary equivalent of privacy loss, but of the risk of such a loss. In other words,

the IAPR takes into account both the value attached to privacy by a subjects and his

level of aversion to risk. We explain later how we disentangle the two.

We compute an interval estimate of the value of the IAPR as implied by individual

switching points in the MPL menus of the privacy task (table 2). Namely, we use the

midpoint of the switching interval as our measurement of x when subjects switched only
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once, and the mean value between the lower bound of the first switch and the upper

bound of the last switch in MPL tables when subjects switched more than once. Table

2 shows that with our choice of privacy lotteries, we are able to obtain a value of IAPR

as long as it is no higher than 150 ECU (15 Euro) and no lower than -100 ECU (-10

Euro).

Table 2: Interval estimation of IAPR, in Experimental Currency Unit (ECU). (1 ECU
= 0.1 Euro).

MPL table Range of Lottery option Elicitation interval
safe outcomes for the IAPR

5 46 - 56
Get 55, but Pr=.3

−3 < IAPR < 30
of personal information disclosure

6 38 - 68
Get 65, but Pr=.3

−10 < IAPR < 90
of personal information disclosure

7 30 - 80
Get 75, but Pr=.3

−17 < IAPR < 150
of personal information disclosure

8 35 - 65
Get 30, but Pr=.3

−100 < IAPR < 0
of personal information disclosure

Of the 148 subjects in our experiment, 49 subjects or about 33% of our sample had a

mean value of IAPR = 5 ECU, which corresponds to 0.5 Euro. This value corresponds

to the mean IAPR for subjects who consistently preferred a safe payoff to the same safe

payoff with a risk of privacy disclosure, but switched to the risky option as soon as the

lottery outcome exceeded the safe payoff. IAPR = 5 ECU is therefore the cut-point

separating subjects who liked the opportunity of disclosing their information in at least

one table from subjects who disliked doing so on average.

In total, 94 subjects (64% of the total) had mean values of IAPR higher than 5 ECU

(privacy protective), of which 14 never took any privacy risk (IAPR> 150 ECU), 49

subjects (33% of the total) were close to indifferent to the risk of personal information

disclosure (IAPR= 5 ECU) and 5 subjects (3% of the total) had a mean value of IAPR

lower than 5 ECU (exhibitionists). There were no subjects who always chose the risky

option (IAPR< −100 ECU). The mean of IAPR for those subjects for which it was

measured (90% of the total) was 25 ECU (2.5 Euro).

The majority of our subjects were thus averse to privacy disclosure, a large minority

was indifferent and a small minority appeared to enjoy privacy disclosure and was ready

to pay for it. This contrasts with WTA and WTP which were all higher than or equal

to zero. It might be that subjects did not realize they could express negative values

for their WTA or their WTP; future experiments on privacy should be careful to make

participants aware that they can also express willingness to pay to disclose personal

information rather than assuming that all participants are unwilling to disclose.

With the exception of a few subjects, most of our subjects were not comfortable

with personal information disclosure. A substantial number of participants chose safe

options in privacy lotteries, demonstrating the presence of privacy concerns. This is
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because even though synthetically generated personal information can hardly be misused

to harm participants after the end of the study, reputations created on the basis of

expressed opinions remains even outside of the lab after the experiment. The salience

of conformist opinion was increased by presenting opinions along with statistics on the

opinion of peers on the same issue. Together with observed diversity of opinions this

served to reinforce privacy concern. We indeed observed some degree of nervousness and

anxiety for subjects whose information was eventually disclosed to others in the lab.

Many participants also mentioned privacy concerns in the open-ended question of the

exit survey.

While the majority of people attributed a positive value to personal information and

did tend to protect it from disclosure, we found, as a number of studies suggest, that

some people, in contrast, wanted to make their personal information and opinions public.

Such differences reflect differences in goals, attitudes personality traits and other factors

(see Zywica and Danowski, 2008; Krasnova et al., 2009; Ross et al., 2009; Correa et al.,

2010). This minority tendency to disclose is consistent with the use of social technologies,

such as online social networks, blogs, etc., and could be especially prevalent for the

active users of such technologies, extensively present in the population of students, and,

consequently, in our sample.8

5 Are individuals who are more risk-averse also less willing to reveal

private information?

To test the first hypothesis stated in section 2, we run a first set of interval regression to

take account of right-censoring in our data on IAPRi. The first set of regressions take

the following form:

IAPRi = β0 + β1 · rori + β2 · Shocki + β3 · Orderi + β4 · Tablek + ... + ǫik (3)

where IAPRi is average IAPR for individual i across tables k ∈ [5, 8], except if the

individual never switched in any table, in which case we code IAPRi > 150 ECU. rori

is average ror for subject i from his choices in tables k ∈ [1, 4] – we include in our

regressions a dummy equal to 0 if rori > 100%, 1 else, which we interact with rori.

Shocki takes value 0 for participants assigned to the basic treatment and value 1 for

those assigned to the shock treatment; Orderk takes value 0 if monetary task appeared

before privacy task, 1 otherwise; Tablek is a control for differences in IAPR across tables.

We also include other variables measuring attitudes to privacy from survey responses.

In particular, we use explicit self-reported WTA for privacy disclosure (Q6 in the final

questionnaire, appendix E) and WTP for privacy protection (Q7). Socio-demographic

indicators include gender, age, field of study, level of education, nationality, parents’

8 Only about 5% of our participants indicated they were not members of any online social network.



The Relation Between Privacy Protection and Risk Attitudes 15

education, size of the locality (city, town, village. . . ) and income level (monthly spend-

ing) (Q8 to Q15). Other measures of privacy attitudes include general privacy concern

(Q16), experience of privacy invasions (Q21), questions to compute Westin’s Privacy

Index (Q22, see Westin, 1968), and questions to compute a self-disclosure index (Q309).

Based on Fogel and Nehmad (2009), we also asked how subjects deal with private infor-

mation online (Q17 to Q20, summarized in an index of online information revelation10),

the number of their offline and online friends (Q23 and Q25), the online social network

they use (Q24)11, and their privacy settings in online networks (Q26 to Q29, summa-

rized in index “privacy online”12). We also collected other variables related to privacy

concerns in the experiment: number of known other participants (Q3), trust in the use

of information by the experimenter (Q5), and an index of conformity to the opinion of

others in the preliminary questionnaire (average percentage of participants who agree

with one’s opinion). This latter variable is designed to take account of a possible exac-

erbated privacy concern for those subjects who know or think that their opinion does

not fit with the majority. Finally, we elicit general and domain specific risk attitude

(Q31 and Q32, summarized in index “risk”13) and level of trust in others (Q33 to Q37,

summarized in index “trust”14).

We also run a second set of regressions using a panel random-effects interval-data

regression model where we input the number of safe choices made in privacy risk tables

as our dependent variable, and the average number of safe choices made in monetary

risk tables instead of rori as an independent variable. This regression method allows

us to take account of censoring below and above if a subject always chose option A or

option B in a given MPL table. This second set of regressions takes the following form:

safe privacyik = β0+β1·safe monetaryi+β2·Shocki+β3·Orderi+β4·Tablek+...+ǫik

(4)

whereby safe privacyik is the number of safe choices made by individual i in table k,

k ∈ [5, 8] and safe monetaryi is the average number of safe choices made by individual

i in tables k, k ∈ [1, 4].

Table 5 shows results of various specifications for our first set of regressions (appendix

B). Table 6 shows results of various specifications for the second set of regressions (ap-

9 The self-disclosure index is computed as sum of a, c, d, f, and i minus b, e, g, h and j.
10 The index of “online information revelation” is computed using a single-factor measurement model
whereby answers to questions Q17 and Q19 are modeled as ordered logit and answers to questions Q18
and Q20 are modeled as logit.
11 80% indicated Facebook, so the variable is coded as 1 for Facebook, 0 for others.
12 In the “privacy online” index, Q26 to Q29 are coded as 1 if a subject answered 1 in Q26, 1 or 2 in
Q27, 1 in Q28 and 1 in Q29 , and 0 otherwise. We then sum those variables.
13 The “risk index” is computed using a single-factor measurement model whereby answers to questions
Q31 and Q32 are modeled as ordered logit.
14 The trust index is computed using a single-factor measurement model whereby answers to questions
Q33, Q34 and Q35 are modeled as ordered logit and answers to questions Q36 and Q37 are modeled as
logit.
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pendix B). We first discuss the impact of risk and privacy preferences on the decision

to incur privacy risk before discussing treatment and order effects.

Our regressions show that the ror measure of aversion to risk in monetary tasks

is a significant positive predictor of the IAPR measure of aversion to risk in privacy

task. We find the same positive significant relation between the number of safe choices

made in monetary lotteries and in privacy lotteries. This confirms the first part of our

first hypothesis: subjects who are more risk-averse in monetary lotteries are also more

risk-averse in privacy lotteries.

We also find that WTA and WTP both predict higher IAPR, whereby the IAPR

increases by an average of 0.5 ECU (= 0.05 Euro) for every Euro increase in WTA,

and by an average of 2 ECU (= 0.20 Euro) for every Euro increase in WTP. There is

therefore a relation between our implicit measure of privacy risk aversion and explicit

measures of valuations for privacy, but that relation is rather weak. The weak relation

with WTA shows that WTA is not only overstated15 but also less tightly related with

observed behavior than WTP. Another factor that independently relates to the IAPR

is the experience of a violation of privacy in the past (Q21). Westin’s fundamentalists

have significantly higher values of the IAPR under some specifications. The general

question about privacy concern Q16 is significantly related to the IAPR in the panel

random-effect regressions. The results of our regressions show that none of the socio-

demographic questions influences the IAPR or the number of safe choices made, except

being a foreigner (non-Italian), which increases the number of safe choices made in

privacy lotteries. Those additional findings confirm our second hypothesis: subjects who

express more concern for privacy and/or express higher values for protecting their private

information are also less likely to take the risk of having to reveal private information.

In terms of contributions of privacy and monetary risk attitudes to explaining atti-

tudes to privacy risk, the McFadden’s pseudo R2 of our full model is 10.7% for IAPR

regressions and 8.9% for safe choice regressions.16 Of this, about 40% is contributed

by measures of risk attitude in monetary lotteries, 40% by the combination of WTA

and WTP, and the rest by survey measures of privacy attitudes and socio-demographic

variables.17

Overall, therefore, attitudes to privacy risk do not appear to fundamentally differ

from attitudes to monetary risk: 1) subjects who express more concern for privacy and

who are ready to pay more to protect it or who require more money to reveal it, are also

less likely to take a risk in privacy lotteries, in the same way as they are less likely to take

15 WTA observed in our experiment is 8 times higher than WTP, which is in line with the 7.17 mean
WTA/WTP ratio found by Horowitz and McConnell (2002) across 45 studies about a variety of goods.
Grossklags and Acquisti (2007) reports ratios between 4 and 36 times depending on type of information
(quiz results, weight, favorite vacation destination, and number of sexual partners). For a review, see
Horowitz and McConnell (2002); Roth (2006).
16 McFadden’s pseudo R2 compare the log-likelihood LL0 of the null model with only an intercept to
the log-likelihood LLF ull of the full model: R2 = 1 − LLF ull/LL0.
17 We measure contribution as the percentage of the difference in log-likelihood between the null model
and the full model that is achieved by a model with the respective variable alone. An alternative measure
of contribution is by considering by how much the log-likelihood decreases when removing one variable.
In that case, the contribution of the measure of monetary risk attitude is lower.
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risk when potential losses are higher. 2) subjects who are more risk averse when faced

with monetary lotteries are also more risk averse when faced with privacy lotteries, which

is also consistent with privacy having a monetary equivalent. We discuss this hypothesis

further in section 6, where we measure the effect of our shock treatment and how the

order of elicitation affects preferences.

While we do find some correlation between WTA/WTP and the IAPR or number

of safe choices in privacy tasks in our regressions, and while this correlation is robust to

a number of regression specifications, this pattern holds only in the aggregate. Indeed,

we find large divergences between WTA and WTP at the individual level, and wide

discrepancies between those values and the IAPR. Different measures of aversion to

private information disclosure are certainly not always consistent at the individual level;

many individuals behave in ways that are inconsistent with their expressed WTA and

WTP. In other words, implicit and explicit measures do not always coincide, even though

they do correlate at the aggregate level.

Our results should not be interpreted to mean that subjects who are more risk-

averse have a higher utility for personal information. Indeed, IAPR is only a way to

index decisions in privacy lotteries, and does not take into consideration risk-tolerance

levels. It is not an estimate of a subject’s utility of personal information. It reflects both

value for personal information and readiness to take risk in lotteries (and possibly some

other factors, e.g., loss aversion). The true value for privacy of a risk averse subject

is lower than IAPR. We offer later a method to retrieve monetary values of privacy

corrected for risk aversion but we first check that the relation between monetary and

privacy risk aversion is robust across treatments.

6 Treatment effects

Before trying to retrieve monetary values of privacy from decisions under risk, we need

to check that behavior under privacy risk is of the same nature as behavior under

monetary risk. Indeed, it is not at all obvious that subjects deal with privacy risk in

the same way as with monetary risk. We were particularly concerned about the issue of

control over private information. Prior research has indeed identified control or the lack

thereof as an important driver of risk attitudes and behaviors (Weinstein, 1984; Harris,

1996; Slovic, 2000; Nordgren et al., 2007). It could be that privacy has worth only in

so far as one has got control over its probability of disclosure. Suppose indeed that

you know that whatever you do, your private information is at risk of being revealed.

Then you have to mentally anticipate this disclosure and prepare for it. Avoiding having

to anticipate privacy disclosure may be a large part of why some people are averse to

privacy risk. Therefore, forcing our subjects to have to anticipate privacy disclosure

might reduce their willingness to protect their information. One can make opposite

arguments however. Some subjects may have a maximum allowable level of risk they

are ready to take with their private information, and may therefore take more care to

protect their information if it is already under risk so as not to exceed this threshold.
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In order to settle the question, we therefore test the effect of depriving participants of

control over their personal information in a complementary treatment.

As an additional robustness check we also tested whether the order of elicitation

of attitudes to monetary and privacy risk had an effect on subjects’ decisions. Indeed,

asking subjects first about monetary risk and then about privacy risk may induce them

to think of a loss of privacy in the same way as of a monetary loss, so we need to check

whether the correlation between attitudes to monetary and privacy risk also holds when

privacy risk attitudes are elicited first.

6.1 Loss of control

Control over personal information flows is often seen in the privacy literature as a pre-

requisite for privacy protection (e.g., Kang, 1998; Solove, 2006). A Madden and Rainie

(2015) survey found that while 74% of Americans thought that control over personal

information is very important, only 9% of them believed they had such control. Online

social networks have moved towards providing a more granular control over privacy set-

tings to their users, which seems to be a response to their privacy concerns. However,

a “control paradox” arises, whereby higher perceived control over personal information

can lead to a decline in concerns about privacy and an increase in information disclosure,

even when the associated risks are very high (John et al., 2011; Brandimarte et al., 2013).

Using dynamic lotteries in a lab experiment, Feri et al. (2016) found that subjects were

less likely to disclose their personal information after receiving a breach notification,

which jeopardized their personal information. Unlike Feri et al. (2016), which focused

on the dynamic effect of breach notifications, we focus on differences between treatments

with and without the possibility of a privacy shock. Furthermore, instead of measuring

subjects’ willingness to sell their personal information, we look into their willingness to

take the risk of revealing it.

In our experiment, we therefore test the effect of reducing control over the release of

personal information by introducing the possibility of a “privacy shock” (probabilistic

disclosure of personal information, even when the participant always chose the safest

option in privacy lotteries). We compare treatments with the possibility of such a shock

to treatments where participants can guarantee through their decisions that no revelation

of private information will occur. We look at the number of safe choices and IAPR taking

into account all individual decisions and controlling for individual effects. Neither the

panel regression of the number of safe choices nor the regression on IAPR in appendix

B, nor the tests on the cumulative distribution function of safe choices and IAPR by

treatment show any treatment effect.18

18 Tests of the difference in the number of safe choices: two-sample Wilcoxon rank-sum test: Prob >
|z| = 0.84; t-test: Pr(|T| > |t|) = 0.9996; Kolmogorov-Smirnov equality-of-distributions test: corrected
p-value is 0.99; ANOVA: coefficient is -0.0002, P>|t|=1.00; Kruskal-Wallis equality-of-populations rank
test: Prob=0.84. N=592 (268 and 324 in shock and basic treatments, respectively). Statistical power is
0.05.
Tests of the difference in IAPR: two-sample Wilcoxon rank-sum test: Prob > |z| = 0.41; t-test: Pr(|T| >
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Thus, we conclude that the introduction of a privacy shock does not lead people to

change their attitude towards protection of personal information. In other words, even

when complete control over personal information is taken away, whereby one introduces

a risk of information disclosure that is independent of one’s choices, people keep on

considering the level of risk that remains under their control in the same way as if they

had full control over whether to incur this risk.

6.2 Order effect

Theories of selective information processing state that focus on a primary task reduces

attention to a secondary task (Kahneman, 1973). If the monetary lotteries are presented

prior to the privacy ones, subjects could keep their focus on monetary outcomes and

calculation of expected values, “learned” from the monetary lotteries, when making

decisions in the privacy lotteries. In this case, due to selective attention, the emphasis

on monetary values could drive away attention to the evaluation of personal information

utility. The latter could be even perceived as irrelevant for decision-making when the

monetary context is set up in advance (Broadbent, 1957, 1982; Pashler and Sutherland,

1998; Dukas, 2004; Lachter et al., 2004).

In contrast, playing privacy lotteries first could draw more attention to the personal

information (dis)utility. Moreover, the time delay between generation of personal infor-

mation by answering the sensitive questions, and putting these responses under risk of

disclosure, is shorter when the privacy lotteries are played right after the completion

of the preliminary questionnaire rather than in the second part of the experiment. Ad-

jerid et al. (2013) found that even 15-second delay between demonstration of privacy

notice and disclosure decisions was sufficient to distract participants and mute the risk

perception.

To test the order effect we consider the number of safe choices and IAPR across

different ordering of monetary and privacy tasks in the experiment. Statistical tests and

cumulative distribution function show a significant order effect in privacy task: subjects

made more safe choices in the privacy lotteries and had higher IAPR when privacy

tasks appeared before the monetary tasks.19 A similar effect is observed also in terms of

the percentage of subjects who took only safe alternative in privacy tables (20% when

|t|) = 0.91; Kolmogorov-Smirnov test: corrected p-value is 0.79; ANOVA: coefficient is -0.30, P>|t|=0.91;
Kruskal-Wallis rank test: Prob=0.41. N=375 (171 and 204 in shock and basic treatments, respectively).
Estimated statistical power is 0.05.
19 Tests of the difference in the number of safe choices: two-sample Wilcoxon rank-sum test: Prob
> |z| = 0.01; t-test: Pr(T < t) = 0.01; Kolmogorov-Smirnov equality-of-distributions test: corrected
p-value is 0.04; ANOVA: coefficient is 0.77, P>|t|=0.02; Kruskal-Wallis equality-of-populations rank
test: Prob=0.01. N=592 (312 and 280 in monetary and privacy tasks first conditions, respectively).
Estimated statistical power is 0.66.
Tests of the difference in IAPR: two-sample Wilcoxon rank-sum test: Prob > |z| = 0.028; t-test: Pr(T
< t) = 0.03; Kolmogorov-Smirnov equality-of-distributions test: corrected p-value is 0.10; ANOVA:
coefficient is 5.53, P>|t|=0.06; Kruskal-Wallis equality-of-populations rank test: Prob=0.03. N=375
(206 and 169 in monetary and privacy tasks first conditions, respectively). Estimated statistical power
is 0.45.
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privacy task first vs. 12% when monetary task first).20 The proportion of people who

behaved as if they had close to zero value for privacy – switching to the risky choice

as soon as its payoff was higher than the safe choice – was significantly lower when

privacy lotteries appeared first than when monetary lotteries appeared first (25% vs.

36%, respectively). 21 One of the possible explanations is that doing the monetary task

first could prime people to consider personal information in the same terms as money,

while doing the privacy task first induces people to think about personal information in

a different way that translates into more privacy risk aversion.

While cumulative distribution function and statistical tests show that values of the

IAPR are greater when privacy task appears first, coefficients on this condition dummy

in regressions (appendix B) are not consistently significant. However, we find that the

relation between the IAPR and ror is stronger when privacy task appeared first (fig.

5b in appendix A).22 This suggests that in the condition where the privacy task was

presented before the monetary one, the decision in privacy task was largely driven by risk

attitudes, while risk aversion played a smaller role when the privacy task was presented

after the monetary task. In the latter case, the attention of participants may have been

drawn to monetary outcomes rather than to risk evaluation or privacy concerns.

7 Implicit monetary values for privacy

We showed that risk attitudes are of a similar nature in the monetary and the privacy

context; subjects react to the risk of a privacy loss in ways that are consistent with

privacy loss being of the same nature as a monetary loss. We can therefore estimate

monetary values of privacy by taking account of the risk tolerance level that was elicited

in the monetary task. Since we elicited both monetary and privacy risk aversion, we can

disentangle risk preferences from the (dis)utility of personal information disclosure.

Willingness to take risk depends both on how large relative variation in payoffs are

in the lottery (standard deviation σ) and on whether the lottery involves gains or losses.

In our menu of lotteries, there is a linear relation between σ and |c| – standard deviation

in lottery outcomes increases linearly with the absolute value of the loss/gain c – so we

can simply replace the relation between ror and σ with a relation between ror and |c| to

take into account standard deviation. As for differences in risk attitude when faced with

gains vs. when faced with losses, a visual inspection of individual ror as a function of c

reveals that ror increases with c, the size of the loss (fig. 2). A regression of ror on c and

|c|, whereby ror(c) = rorα · |c|+ rorβ · c gives out an estimate of average rorα = 1.96h

20 Excluding MPL table 4, proportion test Pr(Z < z) = 0.01. Pearson chi2(1) = 5.32 (Pr = 0.021).
Estimated power is 0.63.
21 Two-sample test of proportions: Pr(Z > z) = 0.00. Estimated power is 0.83.
22 Results from regressions confirm that there is no significant relation between ror and the IAPR if
monetary lotteries are presented first, while the relation is significant if privacy lotteries are presented
first.
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and rorβ = 3.47h (N = 534, R2 = 57%, F (2, 532) = 353, p < 1h).23 This implies

that subjects require a rate of return that increases by 3.47 + 1.96 = 5.43h for each

additional unit of loss (c > 0), and decreases by 3.47− 1.96 = 1.51h for each additional

unit of gain (c < 0). Subjects are thus risk-loving, on average, when faced with a lottery

that involves gains, while they are risk averse when faced with a lottery that involves

losses of the same magnitude. This is predicted by prospect theory when, as in our case,

probabilities of loss or gain are low (Tversky and Kahneman, 1992).

We can therefore obtain per-subject estimates of ror for different possible levels of

valuation of privacy by estimating individual by individual a regression of the form

ror(c) = rorα · |c| + rorβ · c.24 Consider thus an individual with level of risk aversion

represented by the couple (rorα, rorβ). Suppose this individual is indifferent between safe

payoff x and a risky option with payoff y and a probability 1−p of personal information

disclosure. Then, for this individual, privacy loss is equivalent to a monetary loss of

magnitude vp such that x · (1 + rorα · |vp|+ rorβ · vp) = y · p+ (y − vp) · (1− p).

Solving for vp, the implied equivalent monetary loss (or gain) from personal infor-

mation disclosure corrected with risk attitude is thus25:

vp =
y − x

1− p+ x · (rorα + rorβ)
if vp > 0 (5)

vp =
y − x

1− p+ x · (−rorα + rorβ)
if vp < 0 (6)

Our method for correcting the IAPR with ror to obtain a value of privacy vp has

the advantage of being able to easily condition the level of ror on the level of vp. The

value of vp can differ significantly from the value of the IAPR . Indeed, unwillingness to

take a risk of personal information disclosure may be due to either high risk aversion or

high dis-utility from such disclosure. We saw that aversion to privacy risk and aversion

to monetary risk were positively related, but as figure 5 shows, there are a number of

individuals with high monetary risk aversion and low privacy risk aversion, and vice-

versa. There are many participants with the same aversion to privacy risk but they have

distinct risk attitudes, and therefore will have different values of vp. A subject who values

privacy positively but has a high level of risk aversion (high rorα and rorβ) will have

lower value of vp than a subject who also values privacy positively but is less risk-averse.

Using formula 5, we obtain values of average individual vp that are distributed more

smoothly than the uncorrected average IAPR (fig. 3). Average individual vp is 1.50 Euro,

compared with an average WTP of 1.92 Euro and an average WTA of 16.12 Euro. The

23 We do not want to allow for a constant in such regressions as then we would have ror(0) 6= 0 which
implies requiring a return on an asset with no risk. Allowing a constant in our regressions does not
change the results and the constant is not significantly different from zero.
24 This is subject however to having individual estimates of ror when the lottery implies a gain and
when the lottery implies a loss. If not, then either rorα or rorβ is set equal to 0.
25 Those formulas imply that it is possible theoretically that we would obtain values of vP that are
positive if we assume vp is positive, and negative if we assume that vp is negative. This happens however
only for one subject with our data. In that case, we assume that vp is positive if y − x is positive and
vice-versa.
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distribution of values of vp is also more consistent with those of WTP than with those

of WTA.

We identify 4 individuals with negative values of privacy, compared with 126 with

positive values for privacy. This does not include the 14 individuals who never took

privacy risks, neither does this include 3 individuals who never took monetary risk,

both type of individual for whom only a lower bound (resp. upper bound) estimate

of vp is available. Our estimates of vp show that there are individuals with implicit

negative values of privacy (see fig. 3). This implies that enjoying revelation of private

information may occur, at least in our sample and given our method for generating

private information.

We find no significant correlation between estimates of vp, those of WTA and those

of WTP. The lack of consistency is surprising given that WTA and WTP were elicited

after the experiment was finished, so the subjects had had time to evaluate their atti-

tude to privacy. This underlines again the difficulty for people to give direct monetary

equivalents for something like privacy which is not generally experienced as being a

tradable good. Welfare evaluations of the impact of privacy losses should therefore not

be based on valuations derived from direct elicitation of WTP or WTA payment for

private information disclosure. Rather, they should be elicited, like in this experiment,

indirectly and in such a way that one can retrieve implicit monetary equivalents from

similar decisions involving money rather than privacy. We showed in this experiment

that at least in the case of information about opinion on sensitive social topics, people

seemed to behave when faced with privacy risk in similar ways as they behaved when

faced with monetary risk, thus allowing us to compute monetary equivalents of the value

of privacy.

We test our estimates of vp for robustness by measuring risk aversion levels when

assuming that our subjects have a CRRA utility function u(x) = xr and when assuming

that our subjects have a CARA utility function u(x) = 1− e−αx. Given a risk aversion

coefficient r in the CRRA case, we obtain vp = y − (xr
−p·yr

1−p )1/r. Given a risk aversion

coefficient α in the CARA case, we obtain vp = y− ln( e−αx
−p·e−αy

1−p )−1/α. Estimates of vp

with those alternative methods are consistent and very highly correlated with our main

estimates.

8 CONCLUSION

We presented novel methods for (1) the generation of privacy concerns in a laboratory

setting, (2) the elicitation of the (dis)utility of the risk personal information disclosure,

and (3) the disentangling of risk attitudes from privacy attitudes in decisions involving

risk of personal information revelation. We found that implicit and explicit measures

of the value of privacy differ substantially. Implicit elicitation technique may help to

avoid the expressions of socially desirable answers and beliefs, thus revealing the true

preferences of the subjects.
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We ran a laboratory experiment with 148 subjects and collected 13,024 observations

on choices made between sure monetary payoff and lotteries of two types. Lotteries

in monetary domain served to elicit monetary risk preferences, while privacy lotteries

elicited willingness to protect from disclosure the personal information that included

name, surname, photo, and responses to the preliminary questionnaire about opinion on

sensitive and socially relevant topics. Additionally we manipulated the order in which

monetary and privacy lotteries were presented to the subjects and the level of con-

trol they had over personal information by introducing privacy shocks in the form of

a chance of eventual personal information disclosure regardless of the choices made.

We applied the prior incentive system to provide transparent and tangible economic

incentive (Johnson et al., 2015).

We found a consistent positive relationship between monetary and privacy risk aver-

sion. This supports the idea that willingness to protect personal information may be

driven at least in part by risk aversion rather than only, or even mainly, by differences in

values for personal information and privacy attitudes. This may also serve as an expla-

nation of the privacy paradox: when people take risks of personal information revelation

even though they express high levels of privacy concerns, this may be due to their high

level of risk tolerance rather than being an inconsistency.When asked about their pri-

vacy attitude or WTP/WTA for privacy, people respond both based on their value for

privacy and their attitude to risk. This is why it is very important to know individual

attitude to risk in order to properly evaluate individual attitudes to privacy as such.

We also found that the introduction of a privacy shock, under which personal infor-

mation was compromised independently of the choices of participants, did not affect the

willingness to take risk in privacy tasks. Taking control over privacy away from partici-

pants did not either encourage or discourage them from protecting it. Finally, we found

qualified support for the existence of an order effect, whereby presenting privacy lot-

teries prior to monetary ones leads to a more privacy-protective behavior. We interpret

this to mean that either privacy attitudes are affected by an immediacy effect (subjects

make more privacy protective decisions right after answering private questions), or that

thinking about financial risk first leads subjects to think of privacy in monetary terms,

thus possibly leading to less risk averse behavior. This finding may find application in

the creation of privacy policies, in the timing of privacy decisions and in the design of

personal data marketplaces. Emphasizing monetary benefits before asking for privacy-

related choices may lead to higher disclosure. Conversely, asking for privacy choices first

may result in more protection of one’s personal data.

Our proposed elicitation method can be applied to different types of private data

that could allow future research to compare the inferred (dis)utility of privacy risk

in various domains, for example, towards financial, health, social network and other

personal information. The method is also applicable to various types of privacy risk,

e.g., sharing data with third parties, hacking attacks, use of personal information for

marketing purposes and unsolicited advertising, etc.
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To the best of our knowledge, ours is the first work trying to separate two determi-

nants of attitudes to privacy risk - basic willingness to disclose personal information and

risk aversion. We found many risk-averse people who were comparatively ready to take

risks with personal information disclosure. This indicates that they were actually quite

willing to disclose this information. Indeed, for a risk-averse person to take a decision

that is risky for his privacy, the willingness to disclose his personal information should

be high enough to outweigh his general tendency to avoid risk. In contrast, people with a

high value for personal information (and thus large dis-utility from its disclosure) should

love risk enough to “convince” them to expose their privacy to risk. This observation

suggests that many choices that aim to protect privacy may be mistakenly attributed

to a concern about personal information disclosure, while in fact being driven by gen-

eral risk aversion. Such mistaken attribution would lead to inaccurate evaluations of

the (dis)utility of personal information disclosure. Indeed, correction with risk attitude

in our study reveals the existence of some people who are “privacy exhibitionists”, i.e.

subjects with negative utility for personal information. This subset of people does not

appear when considering other measures. Privacy researchers should make sure that

their methods to elicit attitudes to privacy risk allow for the expression of preferences

consistent with privacy exhibitionism.
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A Summary statistics

ror IAPR vP WTA WTP
Min -11% -1.17 -0.64 0 0
Max 41% 12.50 11.51 200 30
Mean 11% 2.52 1.50 16.12 1.92
Std. deviation 10% 2.89 1.87 25.33 4.85
N 145 134 130 144 146

Table 3: Measures of risk aversion (in %) and (dis)utility of personal information disclo-
sure (in Euros)
Note: Outliers for WTA and WTP (values that are 2 standard deviations away from the
mean) are excluded. Before exclusion WTA and WTP range between 0 Euro and 1000
Euro.

By treatment By condition
Total

Basic Shock Monetary first Privacy first
ror

Mean 10% 12% 10% 12% 11%
Std. deviation 10% 11% 10% 11% 10%
Observations 80 65 78 67 145

IAPR

Mean 2.53 2.52 2.25 2.85 2.52
Std. deviation 2.91 2.88 2.71 3.08 2.89
Observations 73 61 73 61 134

vP
Mean 1.53 1.47 1.51 1.49 1.50
Std. deviation 1.80 1.98 1.49 1.38 1.88
Observations 72 58 72 58 130

Table 4: Explicit and implicit measures of (dis)utility of personal information disclosure
and privacy risk, in Euros.
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Fig. 2: Boxplot of the individual level of ror by level of loss in monetary lotteries.
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Fig. 3: Distribution of explicit and implicit measures of (dis)utility of personal informa-
tion disclosure
Note: Outliers (values that are 2 std. deviations away from the mean) are not shown.
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Fig. 4: Scatterplot of individual average values of ror and of IAPR.
Subjects with values of IAPR > 150ECU are shown as having IAPR = 150.

We show prediction lines of linear regressions and 95% confidence interval.
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(a) By treatment

(b) By order of elicitation

Fig. 5: Scatterplot of ror and (dis)utility of privacy risk, IAPR, by treatment and by
order of elicitation
Subjects with values of IAPR > 150ECU are shown as having IAPR = 150.

We show prediction lines of linear regressions and 95% confidence interval.
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B Regressions

Table 5: Interval regression of IAPRi over rori.

Model (1) (2) (3) (4) (5)

rori
116.62** 113.62** 127.33*** 122.54*** 118.53***

[42.63,190.62] [39.21,188.02] [54.70,199.96] [50.27,194.81] [48.13,188.93]

rori > 100
109.76*** 106.08*** 67.47* 67.91* 75.08*

[49.29,170.23] [44.92,167.25] [10.01,124.93] [9.89,125.93] [12.79,137.36]

Treatment with privacy shock
-4.47 -11.65 -12.44+ -12.88+

[-19.81,10.86] [-25.87,2.56] [-26.88,2.00] [-27.62,1.86]

Condition with privacy elicited first
8.11 3.19 5.50 -1.47

[-7.36,23.58] [-11.51,17.89] [-9.22,20.23] [-15.95,13.01]

Q3: Nr of participants known
-1.81 -1.03 0.20

[-7.27,3.64] [-6.77,4.71] [-5.91,6.31]

Q5: Trust in experimenters
-6.63 -16.45 -1.78

[-58.31,45.05] [-68.94,36.03] [-63.95,60.39]

WTA
0.53** 0.52** 0.59***

[0.21,0.86] [0.20,0.85] [0.27,0.92]

WTP
1.72* 2.17* 2.38**

[0.25,3.20] [0.45,3.88] [0.62,4.14]

Q16: General privacy concern
7.28+ 5.42 6.12

[-0.93,15.50] [-3.06,13.90] [-2.39,14.64]
Index of online information revelation
(Q17-Q20)

5.02 3.01 -2.53
[-4.18,14.22] [-6.28,12.29] [-12.10,7.03]

Q21: Victim of invasion of privacy
17.40* 14.93+ 22.06*

[0.30,34.50] [-2.85,32.70] [4.02,40.11]

Q22: Westin’s pragmatist
-4.01 -3.53 -1.33

[-21.06,13.05] [-20.92,13.85] [-18.77,16.10]

Q22: Westin’s fundamentalist
11.23 15.44 30.97**

[-8.89,31.35] [-5.92,36.80] [9.06,52.89]
Index for privacy settings online
(Q26-Q29)

-4.51 -3.30 1.36
[-12.85,3.82] [-11.89,5.28] [-7.64,10.35]

Q30: Index of self-disclosure
1.23 1.01 0.81

[-0.75,3.21] [-1.00,3.02] [-1.26,2.89]
Index of conformity in preliminary
questionnaire

-1.69 -8.12 -21.86
[-120.53,117.16] [-128.38,112.14] [-146.45,102.74]

Index of risk attitude (Q31-Q32)
-4.42+ -6.56*

[-9.22,0.38] [-11.63,-1.50]

Index of trust (Q33-Q37)
1.11 0.90

[-3.24,5.46] [-3.56,5.36]

Q23: Number of close friends
0.92 0.21

[-0.59,2.43] [-1.30,1.72]

Q25: Number of online connections
-0.00 -0.01

[-0.02,0.01] [-0.02,0.01]
Constant 23.88*** 22.47** 8.88 7.83 -55.72

[12.67,35.09] [8.10,36.83] [-75.89,93.64] [-77.93,93.58] [-157.99,46.54]
Socio-demographic controls No No No No Yes
N 148 148 143 140 140
of which right-censored 14 14 13 13 13
log likelihood -725.56 -724.83 -685.57 -668.16 -655.90
LR χ2(degrees of freedom) 19*** (2) 21*** (4) 51*** (16) 55*** (20) 80*** (39)
95% confidence intervals in brackets
+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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Table 6: Panel random-effects interval-data regression, number of safe choices in privacy
lotteries by table.

Model (1) (2) (3) (4) (5) (6)

Safe choices in monetary lotteries
0.632*** 0.659*** 0.617** 0.530** 0.489** 0.517**
[0.29,0.98] [0.30,1.02] [0.24,0.99] [0.17,0.89] [0.13,0.85] [0.18,0.86]

Table 6 -1.332*** -1.332*** -1.321*** -1.356*** -1.358***
[-1.81,-0.86] [-1.81,-0.86] [-1.81,-0.83] [-1.85,-0.86] [-1.86,-0.86]

Table 7 -1.799*** -1.800*** -1.795*** -1.840*** -1.841***
[-2.27,-1.33] [-2.27,-1.33] [-2.28,-1.31] [-2.34,-1.35] [-2.34,-1.35]

Table 8 9.500*** 9.498*** 9.498*** 9.427*** 9.426***
[8.70,10.30] [8.70,10.30] [8.68,10.32] [8.59,10.26] [8.59,10.26]

Treatment with privacy shock
-0.226 -0.791 -0.843 -1.070+

[-1.44,0.99] [-1.90,0.32] [-1.97,0.28] [-2.20,0.06]

Condition with privacy elicited first
0.701 0.255 0.449 -0.0883

[-0.53,1.94] [-0.92,1.43] [-0.73,1.62] [-1.22,1.04]

Q3: Nr of participants known
-0.328 -0.327 -0.225

[-0.75,0.09] [-0.77,0.12] [-0.69,0.24]

Q5: Trust in experimenters
-1.671 -2.012 -0.0322

[-5.82,2.48] [-6.21,2.19] [-4.82,4.76]
WTA 0.0434*** 0.0434*** 0.0483***

[0.02,0.07] [0.02,0.07] [0.02,0.07]
WTP 0.134* 0.168* 0.164*

[0.02,0.25] [0.03,0.30] [0.03,0.30]

Q16: Generally privacy concern
0.721* 0.599+ 0.781*

[0.09,1.36] [-0.06,1.25] [0.13,1.43]
Index of online information revelation
(Q17-Q20)

0.457 0.340 -0.125
[-0.26,1.17] [-0.38,1.06] [-0.85,0.60]

Q21: Victim of invasion of privacy
1.241+ 0.943 1.562*

[-0.08,2.56] [-0.43,2.31] [0.20,2.93]
Q22: Westin’s pragmatist -0.456 -0.398 -0.256

[-1.78,0.87] [-1.75,0.95] [-1.58,1.07]

Q22: Westin’s fundamentalist
0.973 1.168 2.308**

[-0.58,2.52] [-0.48,2.82] [0.66,3.95]
Index for privacy settings online
(Q26-Q29)

-0.194 -0.162 0.269
[-0.84,0.46] [-0.83,0.51] [-0.42,0.95]

Q30: Index of self-disclosure
0.0313 0.00860 0.00305

[-0.12,0.19] [-0.15,0.17] [-0.16,0.16]
Index of conformity in preliminary
questionnaire

-2.582 -3.117 -4.301
[-11.80,6.64] [-12.44,6.20] [-13.84,5.24]

Index of risk attitude (Q31-Q32)
-0.292 -0.472*

[-0.67,0.08] [-0.86,-0.08]

Index of trust (Q33-Q37)
0.163 0.124

[-0.18,0.50] [-0.22,0.46]

Q23: Number of close friends
0.0722 0.0259

[-0.05,0.19] [-0.09,0.14]

Q25: Number of online connections
0.0000371 -0.000180
[-0.00,0.00] [-0.00,0.00]

Constant 3.231** 1.672 1.737 2.705 2.956 -1.400
[0.78,5.68] [-0.92,4.27] [-0.86,4.33] [-4.69,10.10] [-4.50,10.41] [-9.81,7.01]

Socio-demographic controls No No No No No Yes
N observations 592 592 592 572 560 560
of which left-censored 5 5 5 5 5 5
of which right-censored 212 212 212 204 201 201
N individuals 148 148 148 143 140 140
log likelihood -1386 -1030 -1030 -982 -959 -944
Wald χ2 (degrees of freedom) 13*** (1) 810*** (4) 812*** (6) 803*** (18) 776*** (22) 802*** (41)
95% confidence intervals in brackets
+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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C Summary of answers to the post-experimental questionnaire

Mean SD Min Max

Part A: About the experiment

Q2. Ease of understanding

(0 very difficult, 3 not difficult at all)

2.14 0.61 0 3

Q3. Number of known other participants 1.28 1.31 0 5

Share which knew another participant (s) 66%

Q4. Appropriate remuneration (0 No, 1 Yes) 70%

Q5. Trust experimenters (0 No, 1 Yes) 97%

Q6. WTA, Euro 36.2 142 0 1000

WTA excluding outliers, Euro 16.1 25.4 0 200

Q7. WTP, Euro 10 83.7 0 1000

WTP excluding outliers, Euro 1.92 4.85 0 30

Part B: Demographics

Q8. Males 66%

Q9. Age

18-25 years 94%

26-30 years 6%

Q10. Field of study:

Social sciences, 82%, Technical sciences, 10%, Humanities and Arts, 5%, Natural sciences,

1%, Other 1%

Q11. Education level:

Secondary education 82% Bachelor’s degree 15% Master’s degree 3%

Q12. Italians 93%

Q13. Parents completed secondary education:

None of the parents 16% One of the parents 25% Both parents 59%

Q14. Size of city (inhabitants):

> 1 million, 3% 100 001 - 1 000 000, 16% 10 001 - 100 000, 49% 1 001 - 10 000,

28% < 1 000, 4%

Q15. Expenses per month:

< Euro500, 43% Euro501-800, 41% Euro801-1200, 11% Euro1201-2000, 1%

>Euro2000, 0% No answer, 4%

Part C: Privacy preferences, activities in online social networks and self-disclosure

Q16. General privacy concern

(0 not concerned at all, 3 very concerned)

1.12 .90 0 3

Q17. Willingness to provide Personal Identifying Information

(“PII”) to websites

(0 very willing, 4 not willing at all)

2.68 .91 0 4

Q18. Provide PII to websites if compensated

(0 No, 1 Yes)

57%

Q19. Willingness to provide information about tastes,

interests and preferences to websites

(0 very willing, 4 not willing at all)

1.57 1.18 0 4

Q20. Provide information about tastes, interests and

preferences if compensated (0 No, 1 Yes)

86%

Q21. Victim of privacy invasion (0 No, 1 Yes) 34%
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Mean SD Min Max

Q22. Westin’s Privacy Index

Unconcerned 44%

Pragmatist 28%

Fundamentalist 28%

Q23. Number of close friends offline 6.37 4.79 1 30

Q24. Primary online social network (POSN)

Facebook, 80%, Google+, 2%, Twitter, 1%, Pinterest, 1%, LinkedIn, 1%, Instagram, 10%,

Not a member, 5%

Q25. Number of connections in POSN 545 488 0 3200

Q26. Name in POSN (if use)

Real name 94%

Pseudonym, and nobody knows who I am in real life 2%

Pseudonym, but everybody knows who I am in real life 4%

Q27. Profile picture in POSN (if use)

Real photo 74%

Real photo with other people 19%

Photo of other person 2%

Image of non human being 4%

No photo at all 1%

Q28. Privacy settings in POSN (if use)

Public 13%

Private 57%

Mostly public 11%

Mostly private 19%

Q29. Changed privacy settings in POSN (if use)

Never 15%

Immediately after registration 34%

Several times 48%

After misuse 3%

Other 1%

Q30. Self-disclosure index -1.86 3.61 -13 10

Part D: Attitudes to risk and trust

Q31. General risk attitude (0 averse, 10 risk seeking) 5.91 1.6 1 10

Q32. Risk attitude in: (0 averse, 10 risk seeking)

Driving 3.6 2.66 0 10

Finance 4.28 2.31 0 10

Sports 6.69 2.18 0 10

Career 4.63 2.34 0 10

Health 3.03 2.65 0 10

Trusting strangers 4.41 2.54 0 10

Q33. Trust people (0 agree, 3 disagree) 1.6 .71 0 3

Q34. Cannot rely on people (idem) 1.82 .72 0 3

Q35. Should not trust strangers (idem) .85 .65 0 3

Q36. People try to be fair (0 No, 1 Yes) 33%

Q37. People follow their own interests (idem) 83%
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D Preliminary questionnaire on opinions about potentially sensitive and

socially relevant topics

This questionnaire is translated from the Italian original. We show options that were offered to partic-

ipants and the percentage of participants who chose each option.

1. Experimentation of medications on animals can have an important implication for development of

drugs for humans and is often distressing and fatal for animals. Are you in favor or against medical

experiments on animals?

(a) 0. In favor - 72%; 1 Against - 28%

2. Using genetically modified organisms in agriculture can help to fight hunger in the world and can

present a great danger to ecosystem. Are you in favor or against implementation of such agricultural

practices?

(a) 0. In favor - 46%; 1 Against - 54%

3. Which of the following is the more appropriate penalty for rape?

(a) 0. Death - 1%; 1. Chemical castration - 34%; 2. Life imprisonment - 35%; 3. Prison sentence,

less than life imprisonment - 30%

4. Albeit rare, there are observed cases of serious complications as consequences of vaccination. The

choice not to undergo vaccination significantly increases the risk of getting and transmitting poten-

tially dangerous diseases. Are you in favor or against obligatory vaccination?

(a) 0. In favor - 83%; 1. Against - 17%

5. Billions of Euros are spent each year for aerospace research. Do you think that this money should

or should not be spent in other way?

(a) 0. Should - 52%; 1. Should not - 48%

6. Would you for any reason read your mate’s email, SMS or pose as him/her online, without his/her

knowledge and permission?

(a) 0. Yes, they shouldn’t be keeping secrets anyway - 14%; 1. Yes, I’d be too curious not to - 6%;

2. Yes, if I suspected them of something - 35%; 3. Never - 45%

7. Do you think it is morally justified or not justified to abort after discovering serious disability in

the fetus?

(a) 0. Justified - 58%; 1. Not justified - 42%

8. Are you in favor or against legislation of prostitution?

(a) 0. In favor - 82%; 1. Against - 18%

9. Which of following substances should be prohibited? (More than one answer is allowed)

(a) Alcohol - 3%

(b) Tobañco - 7%

(c) Cannabis - 22%

(d) Cocaine - 85%

(e) Acids (LSD, ecstasy, etc.) - 82%

(f) Heroin - 89%

(g) None - 9%

10. Are you in favor or against adoption of children by homosexual couples?

(a) 0. In favor - 56%; 1. Against - 44%

11. Are you in favor or against the closure of Italian borders as a solution for the problem of illegal

immigration?

(a) 0. In favor - 25%; 1. Against - 75%

12. Are you in favor or against euthanasia (i.e. the painless killing of a patient suffering from an

incurable and painful disease or in an irreversible coma)?

(a) 0. In favor - 84%; 1. Against - 16%

13. Some people believe that the trails left by aircrafts in the sky contain chemicals that are inserted

specifically to influence the population. Do you think this is a plausible theory or not?

(a) 0. Plausible - 10%; 1. Not plausible - 90%
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14. Which of the following methods of birth contraception do you consider as the most appropriate?

(a) 0. Hormonal (oral pills, implants, injections, patches, etc.) - 26%;

(b) 1. Barrier (condoms, cervical caps, diaphragms, sponges with spermicide, etc.) - 67%;

(c) 2. Intrauterine devices - 1%;

(d) 3. Sterilization (surgical or chemical) - 3%;

(e) 4. Behavioral (interrupted intercourse, fertility awareness method based on the menstrual cycle,

sexual abstinence) - 2%;

(f) 5. None - 1%

E Final questionnaire

1. What do you think was the purpose of the experiment?

2. How difficult was it for you to make a decision? (1. Very difficult, 2. Somewhat difficult; 3. Not very

difficult; 4. Not difficult at all)

3. Please, indicate how many of today’s participants you knew before the experiment? If you did not

know anybody in the lab please write zero.

4. Do you think that the remuneration for the experiment is appropriate? (1. Yes; 2. No)

5. Do you trust that experimenters will not misuse the personal information you gave in this experi-

ment? (1. Yes; 2. No)

6. Suppose that you do not have to reveal your private information at the end of the experiment, but the

experimenter offers you money so that your name, surname, photo, and answers to the preliminary

questionnaire are shown to other participants. What is the minimum amount (in Euros) that you

would be ready to accept for this?

7. Suppose that you have to reveal your private information at the end of the experiment, but you

can pay the experimenter so that your name, surname, photo, and answers to the preliminary

questionnaire are not shown to other participants. What is the maximum amount (in Euros) that

you would be ready to pay for this?

8. What is your gender? (1. Male; 2. Female)

9. What is your age? (1. < 18 years; 2. 18-25 years; 3. 26-30 years; 4. 31-35 years; 5. 36-40 years; 6.

41-45 years; 7. 46-50 years; 8. 51-55 years; 9. 56-60 years; 10. > 61 years)

10. What is your field of study? (1. Social Sciences (Economics, Sociology, Low, etc.; 2. Technical sci-

ences (Informatics, Engineering, Architecture, etc.); 3. Medical sciences (Medicine, Nursing, Phar-

maceutics, etc.); 4. Humanities and Arts (Literature, Languages, Arts, etc.); 5. Natural Sciences

(Chemistry, Physics, Mathematics, etc.); 6. Education science and pedagogics; 7. Agriculture (Agri-

culture, Veterinary, etc.); 8. Other applied sciences (specify)

11. What is the highest level of education you have completed up to now? (1. Secondary education; 2.

Bachelor’s Degree; 3. Master’s Degree; 4. PhD; 5. Other (specify)

12. What is your nationality? (1. Italian; 2. Other (specify))

13. Did your parents complete their secondary education? (1. None of my parents completed secondary

education; 2. Only one of my parents completed secondary education; 3. Both parents completed

secondary education)

14. Where did you live for most part of your life? (1. Big city with population > 1 million inhabitants;

2. City with 100.001 - 1.000.000 inhabitants; 3. City with 10.001 - 100.000 inhabitants; 4. Town

with 1.000 - 10.000 inhabitants; 5. Village with < 1.000 inhabitants)

15. How much do you spend every month? (including food, clothes, rent, utilities (heating, water),

education, entertainment, etc.) (1. < 500 Euro; 2. 501-800 Euro; 3. 801-1200 Euro; 4. 1201-2000

Euro; 5. > 2000 Euro; 6. No answer)

16. Are you generally concerned about your privacy? (1. Not concerned at all; 2. Somewhat uncon-

cerned; 3. Somewhat concerned; 4. Very concerned)

17. How willing are you to provide personally identifiable information and demographics to websites

in general? (1. Very willing; 2. I would not mind; 3. I am indifferent; 4. Not very willing; 5. Not

willing at all)
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18. Would you be more willing to provide personally identifiable information and demographics to

websites in general if you were compensated for your information? (1. Yes; 2. No)

19. How willing are you to provide information about your tastes, interests and preferences without per-

sonal identification to websites in general? (1. Very willing; 2. I would not mind; 3. I am indifferent;

4. Not very willing; 5. Not willing at all)

20. Would you be more willing to provide personal information about your tastes, interests and pref-

erences to websites in general if you were compensated for your information? (1. Yes; 2. No)

21. Have you personally been the victim of what you felt was an invasion of privacy? (1. Yes; 2. No)

22. Please indicate to which extend you (dis)agree with the following statements (1. Strongly agree; 2.

Somewhat agree; 3. Somewhat disagree; 4. Strongly disagree):

(a) Consumers have lost all control over how personal information is collected and used by compa-

nies

(b) Most businesses handle the personal information they collect about consumers in a proper and

confidential way

(c) Existing laws and organizational practices provide a reasonable level of protection for consumer

privacy today

23. Currently in your life, how many close friends would you say you have?

24. If you are a member of online social networks, which do you use the most actively? (The online

social network chosen in this questions will be called your primary social network hereinafter) (1.

Facebook; 2. Google +; 3. Twitter; 4. My Space; 5. Instagram; 6. LinkedIn; 7. FourSquare; 8. Other

(specify); 9. I am not a member of any online social network)

25. How many connections do you have in your primary social network? (Write zero if you are not a

member of any online social network)

26. What do you use as your user name in your primary social network? (1. Real name; 2. Pseudonym,

and nobody knows who I am in real life; 3. Pseudonym, but everybody knows who I am in real life;

4. I am not a member of any online social network)

27. What do you use as profile picture in your primary social network? (1. Real photo of me; 2. Real

photo of me with other person/people; 3. Photo of other person or celebrity; 4. Photo/image of

non human being; 5. No photo at all; 6. I am not a member of any online social network; 7. Other

(specify))

28. What are your privacy settings in your primary social network? (1. Public. Everybody can get

access to my profile and read my entries; 2. Private. Only my friends can get access to my profile

and read my entries; 3. My profile and entries are mostly public and partially private; 4. My profile

and entries are mostly private and partially public; 5. I have different accounts for public and private

entries; 6. I am not a member of any online social network; 7. Other (please describe in details))

29. Did you ever change your privacy settings in primary social network? (1. Never; 2. I changed

privacy settings immediately after registration; 3. I changed privacy settings several times; 4. I

changed privacy settings after someone misused my personal information; 5. I am not a member of

any online social network; 6. Other (please describe in details))

30. Please, read the following statements and using the scale below rate how accurately each statement

describes you, as you generally are now, not as you wish to be in the future. Apart from being

anonymous, your responses will be kept in absolute confidence. (1. Very Inaccurate; 2. Moderately

Inaccurate; 3. Neither Inaccurate nor Accurate; 4. Moderately Accurate; 5. Very Accurate)

(a) I am open about myself.

(b) I don’t talk a lot.

(c) I disclose my intimate thoughts.

(d) I show my feelings.

(e) I reveal little about myself.

(f) I talk about my worries.

(g) I bottle up my feelings.

(h) I prefer to deal with strangers in a formal manner.

(i) I act wild and crazy.

(j) I have little to say.
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31. How do you see yourself: Are you generally a person who is fully prepared to take risks or do you

try to avoid taking risks? Please, indicate a number on the scale from 0 to 10, where the value 0

means: Unwilling to take risks and the value 10 means Fully prepared to take risk.

32. In different areas you can behave differently too. How would you assess your risk tolerance with

respect to the following areas (please, indicate a number on the scale from 0 to 10, where the value

0 means: Unwilling to take risks and the value 10 means Fully prepared to take risk).

(a) in car driving

(b) in financial matters

(c) in leisure and sports

(d) in you professional career

(e) in your health

(f) in trusting strangers

33. “In general, one can trust people . . . ” (1. I totally agree; 2. I somewhat agree; 3. I somewhat

disagree; 4. I totally disagree)

34. “Nowadays one cannot rely on anyone . . . ” (1. I totally agree; 2. I somewhat agree; 3. I somewhat

disagree; 4. I totally disagree)

35. “When dealing with strangers it’s better to be careful before trusting them. . . ” (1. I totally agree;

2. I somewhat agree; 3. I somewhat disagree; 4. I totally disagree)

36. Do you think that the majority of people. . . (1. . . . would exploit you if they had an opportunity; 2.

. . . would try to be fair to you)

37. Do you think that people most of the times. . . (1. . . . try to be considerate of others; 2. . . . follow

their own interests)

F Instructions

The following instructions are for the shock treatment, “privacy task first” condition and are translated

from the Italian original.

Welcome to the experiment!

The experiment will last about 60 minutes. Please make sure that you can stay until the end. You

will be paid 3 Euros for showing up on time (participation fee). You can earn more money but this

depends on the choices you make in this experiment and on chance. It is therefore important that you

read the following instructions carefully.

General rules
You are not allowed to communicate with other participants during the experiment. If you have

any doubts or questions, please raise your hand. An assistant will then come to you and answer your

question privately.

You received an envelope before the experiment. You are not allowed to open it before the end of

the experiment. You will have to open it in front of an assistant.

If you do not follow those rules or disturb the experiment in other ways, then we will ask you to

leave the room and we will not pay you.

The Experiment
There are two parts in the experiment: the first part is described in a separate sheet now, while you

will get the description of the second part only after completing the first task. You will be presented

with tables of choices between two options, one of which gives a certain payoff while the other gives an

outcome that depends on chance.

Payment
At the beginning of the experiment, you were asked to pick an envelope from a bag. In total

there were 112 envelopes. 88 of those envelopes describe a choice situation that you faced during the
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experiment. If you got one of those envelopes, then you will get the payoff corresponding to the choice

you made in the situation described in your envelope. This means that any of your choices during the

experiment could be the one that determines your payoff.

The other 24 envelopes give you a payoff that does not depend on your choice (to be described

later).

After having completed both tasks your final payoff will be calculated, each ECU earned will be

converted into Euro at the rate of 1 euro for 10 ECUs and paid together with the show-up fee (30 ECUs

= 3 euros). For example, if you earned 48 ECUs from your decision during the experiment, then you

will receive 48+30 ECUs = 78 ECUs =7,8 Euro in cash.

Anonymity
Since your position in the lab corresponds to the number on a ball taken from a box randomly we

only know you by the number of your seat and not by your name, surname or other credentials. Thus,

we cannot establish any link between your identity and the decisions you made in the lab, unless the

outcome of the experiment suggests revelation of your personal information so that we need to check

your name and surname from the ID card.

I. First part of the experiment

In the first part of the experiment, you are asked to make choices between two options of the type

described in the following table:

Row Option A Option B Choice
1 You get 13 ECUs You get 35 ECUs but with probability 50%

your personal information is revealed to others
. . . . . . . . . . . .

Option A guarantees you a certain payoff, while option B is a lottery that gives out a certain amount

of ECUs, but implies some probability of having to disclose your name, surname, photo and answers in

the preliminary questionnaire (from then on ” personal information”) to other participants in the room

at the end of the experiment.

You will face 44 choice situations of the type described above. In each of those situations, you must

choose the option (A or B) that you prefer. Any of those decisions might be the one that determines

your payoff.

Random draw
If you chose option B in which your payoff depends on chance, then you will have to toss a 10-sided

die. Each side of the die shows a number, between 0 and 90 in steps of 10 (you can check that the

die shows all possible numbers, 0, 10, 20, 30, 40, 50, 60, 70, 80, 90). The probability of personal data

revelation defined in this option will be compared with the outcome of this toss:

1. If the outcome of the toss is strictly less than the probability of revelation then your information

will be disclosed;

2. If the outcome of the toss is more or equal to the probability of revelation then your information

will not be disclosed.

Envelopes
As explained before, you will get a payoff at the end of the experiment that depends on what is in

the envelope that you drew at the beginning of the experiment. There were 112 envelopes, of which 68

relate to the first part of the experiment:

a) 44 of the envelopes describe a choice situation from the first part of the experiment. If you drew

an envelope from those 44, then it will look as follows:

Option A: You get 13 ECUs

Option B: You get 65 ECUs but with probability 50%

your personal information will be revealed to others.
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Example: If you have chosen the option B in this situation, you will get 35 ECUs. Then if the

outcome of the toss is strictly less than 50, your personal information is revealed to others. If the

outcome of the toss is more or equal to 50 then your personal information is not revealed to others.

b) 24 of the envelopes say that you have to reveal your personal information to others, independently

from your decisions during the experiment. You also then get a certain payoff. The certain payoff may

be either 55, 65 or 75 ECUs, and each of those value is as likely as the other. If you drew an envelope

from those 24, then it will look as follows:

You get 65 ECUs but your personal information will be revealed to others.

In this case you get 65 ECUs and your personal information will be revealed to others.

Procedure for personal information disclosure
If your personal information has to be disclosed to other participants, then you will be asked to

stand in front of the audience in the lab, we will verify your name and surname from your ID card and

we will announce your name. Other participants will see on the screen your personal photo and the

answers that you gave in preliminary questionnaire, along with a short descriptive comment comparing

your answers with the answers of others as in an example below:

Seat #23:

- . . . agrees it is morally justified to abort after discovering serious

disability in the fetus, while 36 % of other participants do not agree

- ... is in favor of chemical castration as appropriate penalty for rape,

while 87% of other participants did not choose this option

- ...

II. Second part of the experiment

You have finished the first part of the experiment. Now, please, read carefully the description of

the second part of the experiment.

In this part you are also asked to make several choices between two options. Consider the following

table:

Row Option A Option B Choice
1 You get 37 ECUs You get 52 ECUs but with probability 50%

you lose 14 of those ECUs
. . . . . . . . . . . .

Option A guarantees you a certain payoff, while option B is a lottery that gives out a certain

amount of ECUs, but implies some probability of having to give back some of those ECUs at the end

of the experiment. In some tables, option B gives out a certain amount of ECUs and some probability

of getting some more ECUs at the end of the experiment.

You must choose the option (A or B) that you prefer.

Random draw
If you chose option B in which your payoff depends on chance, then you will have to toss the 10-sided

die. Each side of the die shows a number, between 0 and 90 in steps of 10 (you can check that the die

shows all possible numbers, 0, 10, 20, 30, 40, 50, 60, 70, 80, 90). The probability of gaining or losing

ECUs that is defined in this option will be compared with the outcome of this toss:

1. If the outcome of the toss is strictly less than the probability of loss/gain then you will lose/gain

some ECUs;
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2. If the outcome of the toss is more or equal to the probability of loss/gain then you will not lose/gain

any ECUs.

Envelopes
As explained before, you will get a payoff at the end of the experiment that depends on what is in

the envelope that you drew at the beginning of the experiment. There were 112 envelopes, of which 44

relate to the second part of the experiment. If you drew an envelope from those 44, then it will look as

follows:

Option A: You get 37 ECUs

Option B: You get 52 ECUs but with probability 50%

you lose/gain 14 of those ECUs.

Example: If you chose option B in this case, then you will have to toss the 10-sided die. If the

outcome of the toss is strictly less than 50, then you get 52-14=38 ECUs if the loss was indicated or

52+14=66 ECUs if the gain was indicated. If the outcome of the toss is more or equal to 50 then you

get 52 ECUs.

G Control questions.

The following control questions are for the shock treatment, “privacy task first” condition and are

translated from the Italian original.

We want to make sure that you understand what each option means and let you become familiar

with interface of experimental tasks. Therefore, please answer the questions in the examples below.

Note that you will not be paid for this.

You will be able to proceed to the next screen only after giving the correct answer. You can try to

answer each question several times. If you have questions, please, raise your hand and an assistant will

come to you to give you an answer.

Question 1.
Please now make choices for each row of the following table. We remind you that this is for training

only so it will not be taken into account when determining your payment.

Row Option A Option B Choice
1 You get 29 ECU You get 62 ECU but with probability 10%

you lose 24 of those ECU
2 You get6 ECU You get 10 ECU but with probability 0%

you lose 2 of those ECU
3 You get 14 ECU You get 25 ECU but with probability 50%

you lose 5 of those ECU

Question 2.
Suppose you are told: ”You get 39 ECU but with probability 10% you lose 25 of those ECU”. How

many ECU will you get?

I will get with probability 90% ECU and with probability 10% ECU

Correct answer : 39 ECU; 14 ECU.

Question 3.
Suppose you have chosen the following option: “You get 13 ECU but with probability 70% your

personal information is disclosed to others”. You toss the die and the outcome of the toss is number

70. What is your payoff in this case?

1. I get 13 ECU and the participation fee, my personal information remains anonymous.



46 Alisa Frik, Alexia Gaudeul

2. I get 13 ECU plus the participation fee, but my personal information will be disclosed to other

participants in the room in the end of experiment.

3. I get only participation fee.

4. I get nothing.

Correct answer : 2.

Question 4.
Please consider the two options in table below and write down you choice in the box to the right

Row Option A Option B Choice
1 You get 37 ECU You get 53 ECU but with probability 10%

you lose 14 of those ECU
. . . . . . . . . . . .

Suppose this choice is the one that is in your envelope, so it determines your payoff.

Given your choice, what will be your payoff (in ECU) if the outcome of the toss of the die is the

number 50, and show up fee is 30 ECU?

1. 67 ECU

2. 83 ECU

3. 69 ECU

4. 37 ECU

5. 53 ECU

6. 39 ECU

7. 30 ECU

8. 0 ECU

Correct answer : 1 (if A is chosen), 2 (if B is chosen).

Question 5.
Consider the table below:

Row Option A Option B Choice
1 You get 20 ECU You get 40 ECU but with probability 20% A

your personal information is disclosed
. . . . . . . . . . . .

Imagine that you have chosen Option A. Then in the end of the experiment you open your envelope

and it is written the following:

You get 40 ECU but your personal information is disclosed to others

What will be your payoff in this case including show up fee of 30 ECU?

1. 20 ECU, personal information remains anonymous

2. 20 ECU, personal information is disclosed

3. 30 ECU, personal information remains anonymous

4. 30 ECU, personal information is disclosed

5. 50 ECU, personal information remains anonymous

6. 50 ECU, personal information is disclosed

7. 40 ECU, personal information remains anonymous

8. 40 ECU, personal information is disclosed

9. 40 ECU, personal information is disclosed if the outcome of the toss of the die is less of equal to 20

10. 70 ECU, personal information remains anonymous

11. 70 ECU, personal information is disclosed

12. 70 ECU, personal information is disclosed if the outcome of the toss of the die is less of equal to 20

13. I get nothing

Correct answer : 11.
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H Multiple price list menus of choices

H.1 Monetary lotteries (MPL tables 1 to 4)

Row Option A Option B
1 You get 56 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
2 You get 55 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
3 You get 54 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
4 You get 53 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
5 You get 52 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
6 You get 51 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
7 You get 50 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
8 You get 49 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
9 You get 48 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
10 You get 47 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU
11 You get 46 ECU You get 55 ECU, but with probability 30 %

you lose 10 of those ECU

Table 8: MPL table 1

Row Option A Option B
1 You get 68 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
2 You get 65 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
3 You get 62 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
4 You get 59 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
5 You get 56 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
6 You get 53 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
7 You get 50 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
8 You get 47 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
9 You get 44 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
10 You get 41 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU
11 You get 38 ECU You get 65 ECU, but with probability 30 %

you lose 30 of those ECU

Table 9: MPL table 2
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Row Option A Option B
1 You get 80 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
2 You get 75 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
3 You get 70 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
4 You get 65 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
5 You get 60 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
6 You get 55 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
7 You get 50 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
8 You get 45 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
9 You get 40 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
10 You get 35 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU
11 You get 30 ECU You get 75 ECU, but with probability 30 %

you lose 50 of those ECU

Table 10: MPL table 3

Row Option A Option B
1 You get 65 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
2 You get 62 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
3 You get 59 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
4 You get 56 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
5 You get 53 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
6 You get 50 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
7 You get 47 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
8 You get 44 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
9 You get 41 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
10 You get 38 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU
11 You get 35 ECU You get 35 ECU, but with probability 30 %

you gain 30 additional ECU

Table 11: MPL table 4
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H.2 Privacy lotteries (MPL tables 5 to 8)

Row Option A Option B
1 You get 56 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
2 You get 55 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
3 You get 54 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
4 You get 53 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
5 You get 52 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
6 You get 51 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
7 You get 50 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
8 You get 49 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
9 You get 48 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
10 You get 47 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed
11 You get 46 ECU You get 55 ECU, but with probability 30 %

your personal information is disclosed

Table 12: MPL table 5

Row Option A Option B
1 You get 68 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
2 You get 65 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
3 You get 62 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
4 You get 59 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
5 You get 56 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
6 You get 53 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
7 You get 50 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
8 You get 47 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
9 You get 44 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
10 You get 41 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed
11 You get 38 ECU You get 65 ECU, but with probability 30 %

your personal information is disclosed

Table 13: MPL table 6
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Row Option A Option B
1 You get 80 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
2 You get 75 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
3 You get 70 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
4 You get 65 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
5 You get 60 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
6 You get 55 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
7 You get 50 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
8 You get 45 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
9 You get 40 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
10 You get 35 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed
11 You get 30 ECU You get 75 ECU, but with probability 30 %

your personal information is disclosed

Table 14: MPL table 7

Row Option A Option B
1 You get 65 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
2 You get 62 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
3 You get 59 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
4 You get 56 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
5 You get 53 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
6 You get 50 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
7 You get 47 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
8 You get 44 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
9 You get 41 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
10 You get 38 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed
11 You get 35 ECU You get 35 ECU, but with probability 30 %

your personal information is disclosed

Table 15: MPL table 8
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